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Abstract
Inverse lithography technology (ILT) shows great power in opti-

cal proximity correction, which enlarges the solution space of mask

optimization and generates high-quality masks in terms of various

criteria, including process window. Optimizing the process win-

dow involves improving the fidelity of printed wafer patterns on

various process conditions. It is non-trivial to explicitly optimize

the process window during ILT optimization, which is essentially a

multi-objective optimization problem. In this paper, we propose a

robust inverse lithography method, RMO-ILT, to optimize the pro-

cess window effectively. Instead of aggregating all the objectives

into a single one, we target the multi-objective optimization directly

and explicitly. Specifically, we design a rigorous multi-objective op-

timization algorithm that computes uniform gradients during the

mask optimization process. Furthermore, we improve the algorithm

efficiency from both the algorithm level and implementation level to

address the intrinsic increase in the computation overhead, signifi-

cantly reducing the time consumption and enhancing the scalability.

Experimental results show that the proposed algorithm achieves

superior performance on the process window.
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1 Introduction

Lithography has been developed for several decades in the semi-

conductor industry. This progress is attributed to continuous tech-

nological advancements aimed at shorter exposure wavelengths

and larger numerical apertures (NA) to achieve smaller minimum

printed feature sizes. However, as advanced semiconductor criti-

cal dimensions (CD) continue to decrease, the proximity effect and

optical diffraction become unavoidable, resulting in a degradation

of manufacturing yield [1]. As one of the widely used resolution

enhancement techniques (RETs), nowadays, optical proximity cor-

rection (OPC) has developed and become essential for maintaining
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Figure 1: The mask obtained by the robust ILT algorithm has
a larger process window under rigorous evaluation.

good printed image quality by adjusting the mask’s topology to align

the pattern on the wafer as close to the desired layout as possible.

In general, OPC optimization methodologies are categorized into

three classes: the rule-based approach [2], the model-based one [3,4],

and inverse lithography technique (ILT) [5–7]. The rule-based ap-

proach is simple to implement but is limited to compensating for

deformation effects in local features. The model-based approaches

gradually adjust the segmented edges to find optimal locations.When

it comes to the advanced technology node, ILT has been paid more

and more attention [8]. ILT method pixelates the mask through

pixel-wise function [5, 9] or level-set function [10, 11], treating the

mask optimization as an inverse problem to find an appropriate

solution. With the expansion of search space, the optimization prob-

lem becomes more challenging. To obtain an optimal solution, ILT

algorithms usually employ adopt iterative methods [5, 7, 9] and deep

learning-based techniques [6, 12]. The former utilizes gradient de-

scent to optimize the objective function, while the latter regards ILT

tasks as image generation by leveraging deep neural networks [13].

For example, GANOPC [6] generates ideal masks using an adversar-

ial training method.

Process window (PW), as one of the most important metrics in the

lithography process, characterizes the robustness against the process

variation (PV) by measuring the performance across a defined depth

of focus (DOF) and exposure latitude (EL). Since the printed feature

dimensions are highly sensitive to process variations in the low-

𝐾1 regime [14], it is important to design PV-aware ILT algorithms

nowadays. As shown in Figure 1, even though the printed mask
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Figure 2: (a)-(c) Printed images under different process condi-
tions. (d) Resulted PV Band.

shows good performance under the nominal condition, the mask

quality deteriorates as the defocus or dose changes, with the result

worsening when both parameters are altered simultaneously.

There has been considerable progress in previous ILT research.

Several studies [5, 15–19] have attempted to incorporate process

variation into the optimization procedure. PV-OPC [15] first pro-

poses the process variation-aware OPC guided by variational edge

placement error metrics. MOSAIC [5] tries to minimize the differ-

ences among printed masks under two extreme process conditions

to optimize the process window. However, since they does not con-

sider a wide range of process conditions, the resulting printed mask

may not achieve a satisfactory process window. On the other hand,

other methods [18, 19] adopt a statistical approach to obtain the op-

timal mask by minimizing the expected difference between printed

masks under different conditions and the target pattern. However,

these methods typically assume the probability density function of

other corners follows a normal distribution, which is neither general

nor practical. Additionally, they only consider the incorporation of

defocus variation, neglecting the importance of exposure latitude

variation.

These studies mostly adopt edge placement error (EPE) for mask

quality evaluation and process variation band (PV band) for mask

robustness evaluation. However, since the standard PV band mea-

surement involves the XOR operation among the printed contours

from all process conditions, directly optimizing the PV band is non-

applicable in ILT methods which require a continuous objective

function. Existing ILT evaluation mostly adopts the workaround

mentioned in [20], where the PV band is assumed to be formed by

an “outermost contour” and “innermost contour”, and thus the PV

band is just the difference between these two contours, which can

be formulated as matrix subtraction. However, we argue that this

assumption is not true in reality. There may not always exist two

process corners that correspond to the “outermost contour” and “in-

nermost contour” of a given mask, respectively, as shown in Figure 2.

In these scenarios (also the typical scenarios), the PV band is hard

to directly optimize to obtain a robust mask against PV.

To achieve a more robust inverse lithography technique in terms

of the process window, we advocate for the comprehensive consider-

ation of all process corners during a rigorous optimization procedure.

Therefore, we formulate the mask optimization problem as a multi-

objective optimization (MOO) problem. However, solving such a

problem is non-trivial [21] due to a complicated priority balance.

When searching for such a solution, it typically follows a strategy

that considers the essential trade-offs between the objectives to avoid

Pareto dominated point. Unfortunately, it is difficult to find a com-

mon descent direction to ensure full improvement for each target,

especially when there are several conflicting objectives. In this work,

we propose to optimize all process corners simultaneously via a

uniform gradient computation method to resolve the gradient

conflict issues. There are two key considerations of our algorithm:

gradient conflict alleviation by projecting gradient onto the orthog-

onal direction of other conflict gradients, and amplitude balancing

through dynamically selecting the magnitude of gradients to adjust

the step size adaptively, which accelerates convergence speed and

more importantly, ensures performance. Moreover, we also present

theoretical proof to the convergence of the algorithm.

Since more process corners are explicitly considered in the rig-

orous optimization, more computation overhead on lithography

simulation and backward gradient calculation is introduced as well

compared with conventional ILT. To further address the potential

scalability issues, in this work, we improve the algorithm efficiency

from both the algorithm level and implementation level. At the algo-

rithm level, we propose an objective sampling technique to reduce

the computation complexity. At the implementation level, despite

that the ILT algorithm is GPU-friendly, we demonstrate that the

efficiency of the proposed algorithm can be further improved with a

straightforward batch execution on multiple GPUs.

Our main contributions are summarized as follows:

• We proposed RMO-ILT, a rigorous multi-objective optimization

for robust inverse lithography, which explicitly optimizes all

process corners during mask optimization. To the best of our

knowledge, it is the first time that rigorous multi-objective opti-

mization is investigated for process window optimization.

• We designed a uniform gradient computation approach for the

multi-objective optimization problem to address poor perfor-

mance resulting from conflicts among multiple objectives. The

convergence of the algorithm is mathematically proved.

• We improve the algorithm efficiency from both the algorithm

level and implementation level to address the intrinsic increase

in the computation overhead, significantly reducing the time

consumption and enhancing the scalability of our algorithm.

• Experimental results show that the proposed algorithm achieves

a substantial improvement in the process window compared

with other ILT methods.

The rest of the paper is organized as follows. Section 2 shows

some preliminaries. Section 3 gives the details of Rigorous-ILT and

discusses the theoretical convergence of our algorithm. Section 4

introduces our acceleration implementation strategies and Section 5

presents experimental results, followed by a conclusion in Section 6.

2 Preliminary
2.1 Lithography Process and Model

A typical optical lithography comprises four basic elements: a

light source (an illuminator), a condenser lens, a mask on the reticle

plane, an objective lens (exposure system) and a silicon wafer [22].

The mathematical formulation of the forward lithography process

generally adopts the Hopkinsmodel [23], which can be approximated

by the singular value decomposition (SVD) model [24]. In computing

the intensity map I(𝑥,𝑦), the SVD model decomposes the optical

system into a set of coherent kernels, as revealed by Equation (1):

I(𝑥,𝑦) =
𝐾∑︁
𝑘=1

𝑤𝑘 | 𝒉𝑘 (𝑥,𝑦) ⊗M(𝑥,𝑦) |2, (1)
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where M indicates the mask, 𝒉𝑘 is the 𝑘th kernel, and 𝑤𝑘 is its

weight in the coherent system. The photoresist is then exposed to

the light, and an image is developed where the light intensity exceeds

a threshold 𝐼𝑡ℎ as follows:

Z(𝑥,𝑦) = 𝑓𝑟𝑒𝑠𝑖𝑠𝑡 (I) =
{
0, I(𝑥,𝑦) ≤ 𝐼𝑡ℎ,
1, otherwise,

(2)

where Z(𝑥,𝑦) denotes the wafer pattern.
We can infer from Equations (1) and (2) that the wafer pattern

mainly depends on the kernel functions 𝒉𝑘 with a given input mask.

In the forward lithography process, the kernel values are affected by

process variations which mainly involve dose variation and defocus.
It is widely observed that the wafer image is perturbed with dose

and focus variations, resulting in yield fluctuations [25].

2.2 Inverse Lithography Technique
Given the lithography model, the objective of standard ILT is to

find the optimal input mask M∗ by solving an inverse imaging prob-

lem to ensure the resulting printed wafer image Z closely matches

the desired target pattern Z𝑡 . A general approach is to minimize the

mean square error (MSE) of printed wafer images under nominal

conditions and target layout:

min

M
∥Z − Z𝑡 ∥22 (3)

s.t. Z = 𝑓𝑟𝑒𝑠𝑖𝑠𝑡 (I) (4)

I =
𝐾∑︁
𝑘=1

𝑤𝑘 | 𝒉𝑘 ⊗M |2 (5)

M(𝑥,𝑦) ∈ {0, 1} . (6)

However, as we mentioned above, in practice, the mask perfor-

mance would be influenced by exposure dose variation and defocus.

The real image plane may deviate from the nominal focal plane and

the exposure dose varies, which would drastically change the dimen-

sion of features. Therefore, it is essential to design the ILT algorithm

to accommodate process variations.

2.3 Problem Formulation
Given a target layout Z𝑡 , the objective of robust inverse lithogra-

phy technique is to obtain a mask M∗ by solving the following 𝑁 -
dimensional multi-objective optimization problem:

min

M
L(M) = [L1 (M),L2 (M), ...,L𝑁 (M)]𝑇

s.t. L𝑛 (M) = ∥Z𝑛 − Z𝑡 ∥22, ∀𝑛 ∈ {1, 2, ..., 𝑁 },
Z𝑛 = 𝑓𝑟𝑒𝑠𝑖𝑠𝑡 (I𝑛), ∀𝑛 ∈ {1, 2, ..., 𝑁 },

In =

𝐾∑︁
𝑘=1

𝑤𝑘 | 𝒉𝑛𝑘 ⊗M |2, ∀𝑛 ∈ {1, 2, ..., 𝑁 },

M(𝑥,𝑦) ∈ {0, 1},

(7)

where 𝒉𝑛𝑘 denotes the 𝑘-th kernel in the 𝑛-th process condition.

Each objective function L𝑛 (M) denotes the difference between the

target pattern Z𝑡 and the printed wafer Z𝑛 under the 𝑛-th process

condition.

3 Proposed Method
3.1 Issues of Conventional Gradient Calculation

Solving such numerical optimization problems generally adopts

a gradient-based method. However, constraints like Equations (4)
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Figure 3: The final update vector G (in red) of a two-objective
optimization with (a) standard gradient accumulation (GA)
and (b) uniform gradient computation. For GA, the gradient
angle 𝜃 > 90

° leads to conflict and the gradient with larger am-
plitude dominates the direction, while the uniform gradient
G finds a good balance between two directions.

and (6) in the conventional ILT formulation are non-differentiable,

which requires relaxation before the gradient calculation.

First, we consider the relaxation for Equation (6). The binary

constraint is generally relaxed by forming the 0-1 variables into

the interval of [0, 1]. It could be achieved by applying the sigmoid
function. We first introduce a new variable P(𝑥,𝑦), which is with the

same dimension asM(𝑥,𝑦). ThenM(𝑥,𝑦) can be relaxed by applying

the sigmoid function:

M(𝑥,𝑦) = 1

1 + exp[−𝛽𝑀 (P(𝑥,𝑦))]
, (8)

where 𝛽𝑀 is the steepness factor.

Similarly, we consider using the sigmoid function to smooth the

step function in Equation (4):

Z(𝑥,𝑦) = 1

1 + exp[−𝛽𝑍 (I(𝑥,𝑦)) − 𝐼𝑡ℎ]
, (9)

where 𝛽𝑍 is the steepness factor. After relaxation, the problem for-

mulation in Equations (3) to (6) finally becomes:

min

P
∥Z − Z𝑡 ∥22

s.t. Equations (5), (8)and (9),
(10)

where all constraints are differentiable and can be utilized for gradi-

ent propagation.

Concurrently optimizing the discrepancies between the target

layout and printed wafer masks under all process conditions is a

significant challenge during the optimization process. Assuming

we need to simultaneously consider 𝑁 objectives, after gradient

backpropagation, we obtain 𝑁 gradients:

G𝑛 = ∇ML𝑁 , 1 ≤ 𝑛 ≤ 𝑁, (11)

which need to be aggregated to a single overall gradient G for up-

dating the mask. Typically, such aggregation can be done with a
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weighted accumulation of all gradients, i.e.,

G =

𝑁∑︁
𝑛

𝜆𝑛G𝑛, (12)

where 𝜆𝑛 is the weight factor, which can be customized based on

heuristics, manually fixed, or dynamically adjusted during the up-

dating process. However, this approach may produce sub-optimal

results due to non-uniform gradient. Through an analysis of the phe-

nomena depicted in Figure 3a, we claim that optimization challenges

come from non-uniform gradients:

(1) Gradients from different objectives may diverge in terms of the

direction, i.e., the angle between many gradient pairs is very

large, resulting in conflicting gradients that can negatively im-

pact the performance of specific tasks when directly optimizing

the average loss [26].

(2) Gradients from different objectives may differ in scale, where

the largest gradient may dominate the update process [27], po-

tentially resulting in incomplete optimization of specific goals.

To address these issues, we will introduce a uniform gradient

computation approach.

3.2 Uniform Gradient Computation in RMO-ILT
To obtain a more uniform gradient for mask updates in ILT, we

consider the gradient calculation in two aspects, namely gradient

direction and gradient magnitude, which also correspond to the

aforementioned two challenges. Figure 3 simply illustrates the visual

difference between our method and standard gradient accumulation.

3.2.1 Uniform Gradient Direction. To address the first challenge,

we need to explicitly handle the diverged direction among different

gradients. First, we define a pair of gradient vectors G𝑖 and G𝑗 as
a conflicting gradient pair, where G𝑖 and G𝑗 represent gradients
under two different process parameters, using Equation (11). This

definition holds if the angle 𝜃𝑖 𝑗 between them satisfies cos𝜃𝑖 𝑗 < 0,

i.e., 𝜃𝑖 𝑗 > 90°. We resolve this conflict by projecting one gradient

G𝑖 onto the orthogonal direction of the other gradient G𝑗 , aiming

to eliminate the conflict while preserving the updated step size and

direction along the original gradient direction as much as possible.

For simplification, we will focus on G𝑖 as the reference gradient.
Specifically, we start by obtaining the projection lengths G𝑛𝑜𝑟𝑚 of

G𝑖 and G𝑗 onto each other’s gradient direction:

G𝑛𝑜𝑟𝑚𝑖 𝑗 =
G𝑖 · G𝑗
∥G𝑗 ∥

, (13)

where ∥·∥ denotes the 𝑙2 norm, and G𝑖 · G𝑗 is the inner product.

Then, we compute the difference between each gradient and its

corresponding projected gradientG𝑝𝑟𝑜 𝑗 = G𝑛𝑜𝑟𝑚
𝑖 𝑗

G𝑗

∥G𝑗 ∥ to obtain the

projection onto the normal vector of the other gradient, respectively.

So, we can get final projected gradients G′
𝑖
:

G′𝑖 = G𝑖 −
G𝑖 · G𝑗
∥G𝑗 ∥2

G𝑗 . (14)

By iteratively traversing all gradient pairs and gradually resolving

conflicts, we ensure that the angles between updated gradients are

within the range of [0, 90] degrees, which promotes a set of more

uniform gradient components.

It should be noticed that since we mitigate the direction conflicts

between pairwise gradients by traversing and then gradually updat-

ing the gradient directions, the traversing order may introduce extra

bias. Therefore, we use random perturbations each time before tra-

versal to reduce bias. After mitigating the conflicts between gradient

pairs, we sum up the obtained 𝑁 projected gradients:

G′′ =
𝑁∑︁
𝑛=1

G′𝑛 . (15)

Finally, we normalize it to obtain the final gradient direction by

G =
G′′

∥G′′∥ , (16)

which is essentially a unit vector in the direction of G′′.

3.2.2 Gradients Magnitude-balancing. After obtaining conflict-free

gradient directions, the approach described above neglects the gra-

dient magnitudes issues. To address the gradient scale issue, we first

consider the general formulation for gradient descent:

M𝑡 = M𝑡−1 − 𝜂𝑡G𝑛𝑜𝑟𝑚M𝑡
∇M𝑡

(17)

where ∇M𝑡
is a unit vector, representing the gradient direction.

G𝑛𝑜𝑟𝑚M𝑡
and 𝜂𝑡 stand for the magnitude and step size during the

current optimization iteration 𝑡 , respectively. Determining the ap-

propriate gradient magnitude, or step size, affects the algorithm’s

convergence speed and final performance. Larger gradient magni-

tudes can accelerate convergence, while conversely, reducing magni-

tudes in later iterations can fine-tune the results to find a satisfactory

point [28, 29]. We take the maximum magnitude of different gradi-

ents as the current step size. Therefore, combined with Equation (16),

the balanced gradient for the 𝑡-th iteration can be written as

GM𝑡
= G𝑛𝑜𝑟𝑚M𝑡

∇M𝑡
= max

𝑛=1,2,...,𝑁
| |G𝑛,𝑡 | |G𝑡 . (18)

The basic idea stems from the observation that in the early stages of

optimization, as shown in Figure 3, there are significant discrepan-

cies between the printed images and the target layout, and different

gradients G𝑛 have large magnitudes. To accelerate convergence, a

sufficiently large step size is needed. In the later stages, large magni-

tudes still exist, which indicates the need for continued optimization

of these objectives to meet different process condition robustness

requirements. When all gradient magnitudes diminish, it suggests

that the current mask𝑀 is nearing a stationary point, reducing the

step size is advisable to maintain performance.

3.3 Theoretical Analysis
In this section, we theoretically analyze the convergence of our

update rule. Suppose there are two objectives for parameter M, and

their corresponding losses are L1 and L2, and we denote their gra-

dient cosine similarity as cos𝜃12. When 𝜃12 ≥ 0, our method is

equivalent to standard gradient descent [30]. So we only consider

the other case when cos𝜃12 < 0.

Theorem 1. Suppose L1 and L2 are both convex and differentiable,
and the gradient of L is Lipschitz continuous with a constant 𝐿 > 0.
Then, by employing the uniform update rule with a step size 𝜂𝑡 < 1

𝐿
,

convergence to the optimal value L(𝜃∗) is expected, or the process may
settle near a stationary point when cos𝜃12 = −1.

Proof. Before our proof, we introduce some notations for ease

of understanding subsequent discussions. For the brevity of our
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Algorithm 1 RMO-ILT

Input: numbers of iterations 𝑇 , learning rate 𝜂, initial mask M0,

target layout Z𝑡 , 𝑁 process parameters.

Output: Optimized maskM∗.
1: M∗ ← M0

2: for 𝑡 ← 1 to 𝑇 do
3: G𝑛,𝑡 ← ∇𝑀𝑡−1L𝑛 (𝑀𝑡−1), ∀𝑛 ∈ {1, 2, ..., 𝑁 }
4: G′𝑛,𝑡 ← G𝑛,𝑡 , ∀𝑛 ∈ {1, 2, ..., 𝑁 }
5: for 𝑛 ← 0 to 𝑁 do
6: index_set← {1, 2, ..., 𝑁 } \ 𝑛
7: randomly shuffle index_set
8: for 𝑚 ∈ index_set do
9: if cos𝜃𝑛𝑚 < 0 then ⊲ Alleviate gradient conflict

10: G′𝑛,𝑡 ← G′𝑛,𝑡 −
G′𝑛,𝑡 ·G𝑗,𝑡

∥G𝑗,𝑡 ∥2
G𝑗,𝑡

11: end if
12: end for
13: end for
14: G′′𝑡 =

∑𝑁
𝑛=1 G

′
𝑛,𝑡 ; G𝑡 ←

G′′𝑡
∥G′′𝑡 ∥

15: G𝑛𝑜𝑟𝑚M𝑡
← max

𝑛=1,2,...,𝑁

G𝑛,𝑡  ⊲ Amplitude balancing

16: M𝑡 ← M𝑡−1 − 𝜂G𝑛𝑜𝑟𝑚M𝑡
G𝑡

17: if M𝑡 is better thanM∗ then
18: M∗ ← M𝑡

19: end if
20: end for
21: return M∗

proof process, we omit the iteration index unless specified otherwise.

We let ∥·∥ denote the 𝐿2-norm and ΔL represent the gradient of

parameter M. Therefore, the gradients for objectives L1 and L2

are G1 = ΔL1, G2 = ΔL2, and G = G1 + G2 = ΔL is the general

gradient accumulation. Thus, according to our update rule, with

Equation (17) and Equation (18), we know:

M𝑡 = M𝑡−1 − 𝜂𝑡G𝑛𝑜𝑟𝑚M𝑡
∇M𝑡

= M𝑡−1 − 𝜂𝑡 (max

𝑛=1,2
∥G𝑛 ∥)G

= M𝑡−1 − 𝛼𝜂𝑡
2∑︁
𝑛

G′𝑛 (19)

where we let 𝛼 =

(
max

𝑛=1,2
∥G𝑛 ∥

)
/
∑2

𝑛 G′𝑛

. Then, we can perform a

quadratic Taylor expansion around L (M𝑡 ):

L (M𝑡 ) ≤L (M𝑡−1) + ∇L (M𝑡−1)𝑇 (M𝑡 −M𝑡−1)

+ 1

2

∇2L (M𝑡−1) ∥M𝑡 −M𝑡−1∥2 (20)

≤L (M𝑡−1) + ∇L (M𝑡−1)𝑇 (M𝑡 −M𝑡−1) +
1

2

𝐿 ∥M𝑡 −M𝑡−1∥2

Thus, we plug in our uniform update rule, so we have:

L (M𝑡 ) ≤L (M𝑡−1) − 𝛼𝜂𝑡𝑔𝑇
(
−G + G1 · G2

∥G1∥2
G1 +

G1 · G2

∥G2∥2
G2

)
+ 1

2

𝛼2𝐿𝜂2𝑡

−G + G1 · G2

∥G1∥2
G1 +

G1 · G2

∥G2∥2
G2

2
=L(M𝑡−1) −

(
𝛼𝜂𝑡 −

1

2

𝛼2𝐿𝜂2𝑡

) (
1 − 𝑐𝑜𝑠2𝜃12

) (
∥G1∥2 + ∥G2∥2

)
− 𝛼2𝐿𝜂2𝑡

(
1 − 𝑐𝑜𝑠2𝜃12

)
∥G1∥ ∥G2∥ 𝑐𝑜𝑠𝜃12 (21)

Since we know that 𝛼𝜂𝑡
(
1 − 𝑐𝑜𝑠2𝜃12

) (
∥G1∥2 + ∥G2∥2

)
≥ 0, so we

have:

L (M𝑡 ) ≤L (M𝑡−1) −
𝛼𝜂𝑡

2

(
1 − 𝑐𝑜𝑠2𝜃12

) (
∥G1∥2 + ∥G2∥2

)
+ 𝛼

2

2

𝐿𝜂2𝑡

(
1 − 𝑐𝑜𝑠2𝜃12

) (
∥G1∥2 + ∥G2∥2

)
− 𝛼2𝐿𝜂2𝑡

(
1 − 𝑐𝑜𝑠2𝜃12

)
∥G1∥ ∥G2∥ 𝑐𝑜𝑠𝜃12 (22)

Using 𝜂𝑡 ≤ 1

𝐿
, we can have 𝐿𝜂2𝑡 ≤ 𝜂𝑡 , and then plug this inequality

into the above expression, we have:

L(M𝑡 ) ≤L(M𝑡−1) −
𝜂𝑡

2

(1 − 𝑐𝑜𝑠2𝜃12)
[
(𝛼 + 𝛼2) (∥G1∥2 + ∥G2∥2)

+ 2𝛼2 ∥G1∥ ∥G2∥ 𝑐𝑜𝑠𝜃12
]

=L (M𝑡−1) −
𝜂𝑡

2

(
1 − 𝑐𝑜𝑠2𝜃12

) [
𝛼

(
∥G1∥2 + ∥G2∥2

)
+ 𝛼2

(
∥G1∥2 + ∥G2∥2 + 2 ∥G1∥ ∥G2∥ 𝑐𝑜𝑠𝜃12

) ]
=L(M𝑡−1) −

𝜂𝑡

2

(1 − 𝑐𝑜𝑠2𝜃12)
[
𝛼

(
∥G1∥2 + ∥G2∥2

)
+ 𝛼2 ∥G∥2

]
≤L(M𝑡−1) −

𝜂𝑡

2

(1 − 𝑐𝑜𝑠2𝜃12) (𝛼 + 𝛼2) ∥G∥2 (23)

In discussing 𝛼 , it is evident that 𝛼 > 0 always holds. It should

be noticed that

∑2

𝑛 G′𝑛

may be equal to 0 (the cosine similarity

cos𝜃12 = −1 is uncommon in practice). For numerical stability,

in practical applications, we set 𝛼 =

(
max

𝑛=1,2
∥G𝑛 ∥

)
/
(∑2

𝑛 G′𝑛
 + 𝜖) ,

where 𝜖 is a very small constant. Next, we give more detailed ex-

ploration when 𝛼 > 0. We let 𝛽 =
∑2

𝑛 G′𝑛

. So 𝛼 =

(
max

𝑛=1,2
∥G𝑛 ∥

)
/𝛽 .

Then we can expand it and obtain:

𝛽 =

G1 + G2 −
G1 · G2

∥G1∥2
G1 −

G1 · G2

∥G2∥2
G2


≤ ∥G1 + G2∥ +

G1 · G2

∥G1∥2
G1 +

G1 · G2

∥G2∥2
G2


≤ ∥G1∥ + ∥G2∥ +

|∥G1∥ ∥G2∥ 𝑐𝑜𝑠𝜃12 |
∥G1∥2

∥G1∥ +
|∥G1∥ ∥G2∥ 𝑐𝑜𝑠𝜃12 |

∥G2∥2
∥G2∥

≤ 4 max

𝑛=1,2
∥G𝑛 ∥ (24)

so, we have 𝛼 ≥ 1

4
when cos𝜃12 ≠ −1, and we can infer that(

𝛼 + 𝛼2
)
≥ 5

16
. Finally, we plug this conclusion into Equation (23):

L (M𝑡 ) ≤ L (M𝑡−1) −
5𝜂𝑡

32

(
1 − 𝑐𝑜𝑠2𝜃12

)
∥G∥2 (25)

It suggests that if 𝑐𝑜𝑠𝜃12 > −1, then L(M𝑡 ) < L(M𝑡−1) unless
∥G∥ = 0. This indicates that utilizing our uniform update rule can

consistently reduce the loss value. Through multiple iterations, it

can converge to the optimal value L(M) = L(M∗) or when the

step size 𝜂𝑡 is sufficiently small, it will converge to the point where

𝜃12 = 180
°
. □

Corollary 1. Suppose 𝑁 objectives L1,L2, ...,L𝑁 are both convex
and differentiable, and the gradient of L is Lipschitz continuous with
a constant 𝐿 > 0. Assume that angle between the gradient

∑𝑁
𝑛 G and∑𝑁

𝑛 G′ is smaller than 60°. Then, by employing the balanced update

rule with a step size 𝜂𝑡 ≤
2𝑁

∑𝑁
𝑛 G𝑛


𝐿∥G′′ ∥ , convergence to the optimal value
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L(M∗) is expected, or the process may settle near a stationary point
when cos𝜃𝑖 𝑗 = −1 for all gradient G𝑖 and G𝑗 pairs.

Proof. We first let 𝛾 =

(
max

𝑛=1,2,...,𝑁
∥G𝑛 ∥

)
/∥G′′∥. Then accord-

ing to Equation (19), we have: M𝑡 = M𝑡−1 − 𝛾𝜂𝑡G′′. Let plug it in

Equation (21), we have:

L (M𝑡 ) ≤ L (M𝑡−1) −
1

2

𝜂𝑡𝛾

 𝑁∑︁
𝑛

G𝑛

 G′′ + 1

2

𝐿𝜂2𝑡𝛾
2
G′′2 (26)

≤ L (M𝑡−1)
Therefore, by iteratively applying the update rule, it can reach the

optimal value L(M∗) since the objective function strictly decreases.

More detailed proof is omitted due to the page limit. □

4 Efficient implementation
4.1 Acceleration using Multiple GPUs

While ILT algorithms enable finer mask optimization, the ex-

panded solution space, compared to rule-based and model-based

methods [2–4], brings both precision benefits and increased time

consumption, limiting the widespread application of ILT. To address

this efficiency challenge, recent studies have adopted GPU accelera-

tion for ILT [12, 31].

Designing ILT algorithms for process variation robustness intro-

duces additional computational costs during optimization. Motivated

by the parallel training approach on deep neural networks, we con-

catenate optical kernels with different simulation parameters and

deploy them across multiple GPUs to achieve parallel lithography

forward simulation and backward propagation under various pro-

cess conditions. Through this acceleration approach, our framework

demonstrates good scalability, allowing mask optimization across

different numbers of lithography models.

4.2 Acceleration through Objective Sampling
With the utilization of multiple GPUs, the overall runtime of our

algorithm is significantly reduced. However, due to our uniform

update rule adhering to a temporal design approach (see Line 5

to Line 13 in Algorithm 1), the time complexity is 𝑂 (𝑛𝑚), where
𝑚 denotes the number of conflicts generated. As the number of

corners considered during the optimization process increases, this

becomes the primary bottleneck. Therefore, to further accelerate the

optimization process, we introduce the objective sampling strategy:

achieving acceleration by filtering out some objectives, which may

greatly enhance runtime efficiency. In practice, we randomly sample

a subset of process corners during each optimization iteration. We

will discuss the runtime and associated performance under this

strategy in Section 5.4.

5 Experimental Results
5.1 Implementation Details

We implement our RMO-ILT framework on the Pytorch platform.

Both mask optimization and evaluation are conducted under a Linux

system equipped with a 2.8GHz AMD EPYC 7543 32-core processor

and 8 Nvidia 3090 GPUs. We validate the performance on the IC-

CAD2013 CAD Contest [20], provided with 10 M1 design cases on

32𝑛𝑚 technology node, along with a lithography model. All design

masks are resized to a high-resolution scale, i.e., 2048 × 2048, to

rigorously validate the effectiveness of our approach. We adhere

Printed wafer image

Target layout

Measurement points

EPE

Figure 4: EPE measurement.

to the parameter configurations in [31] for lithography simulation.

The exposure dose range is restricted to within ±2%, while specific
values are chosen from the set {0.98, 0.99, 1.00, 1.01, 1.02}, where the
nominal dose value is 1.00. Defocus error settings are based on [5].

The optimization process consists of 𝑇 = 20 iterations, adopted

with SGDM optimizer [32], where we set the fixed stepsize 𝜂 and

momentum parameters to 3.0 and 0.0001, respectively.

To assess the process window, we need to evaluate the wafer

pattern on each process corner. In this work, edge placement error

(EPE) is utilized, which is a primary metric in mask optimization. It

is obtained by examining the deviation of sampling points along the

contour of the target layout in both horizontal and vertical directions,

as illustrated in Figure 4.

5.2 Comparison with Existing ILT Methods
To validate the effectiveness of RMO-ILT, we conduct detailed

comparisons with state-of-the-art (SOTA) methods. These meth-

ods include conventional process variation-aware ILT [5] and deep

learning-based OPC approaches, namely GANOPC [6], CFNOILT

[33], and NeuraILT [12]. The baseline methods are provided by open-

source frameworks [31, 34]. For a fair comparison, the proposed ap-

proach is also implemented on [31]. All parameters are maintained

consistent with their original settings. Particularly for deep learning

methods, we directly utilize pre-trained models for inference.

The comparison results are summarized in Table 1. We rigorously

evaluate each design and obtain four relevant metrics based on

the EPE distribution across six distinct process conditions. These

process conditions are formed by dose variations of {−2%, 0, +2%},
and focus/defocus settings. The “Nominal" column represents the

optimized EPE results under the nominal process condition, serving

as the standard evaluation metric. The “Worst" column depicts the

maximum EPE distribution under all process corners, focusing on

the maximum disparity between the wafer image and target layout

in worst-case scenarios. The “Mean" and “Std" columns statistically

analyze the mean and standard deviation of the EPE distribution,

verifying their robustness under various process conditions.

The results from Table 1 demonstrate that our method consis-

tently maintains the lowest mean EPE across nearly all conditions,

with an average of 6.89 across the 10 design cases, significantly

outperforming other methods. This indicates that after mask op-

timization, the wafer images obtained through simulation under

six different process conditions closely align with the target lay-

out. Moreover, RMO-ILT achieves the lowest standard deviation for

the majority of test cases,which suggests that our masks exhibit

higher robustness against various process variations through multi-

objective optimization. Furthermore, considering all worst-case EPE

distributions, RMO-ILT effectively mitigates the impact of extreme

process errors on the quality of the final wafer image, with values

approximately 2X and 3.6X lower than those of other methods such

as GANOPC and CFNOILT, respectively. Lastly, as shown in Table 1,

even without any specific additional optimization for the nominal
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Table 1: Performance comparisons with SOTA methods.

Design

MOSAIC [5] NeuralILT [12] GANOPC [6] CFNOILT [33] Ours

Nominal Worst Mean Std Nominal Worst Mean Std Nominal Worst Mean Std Nominal Worst Mean Std Nominal Worst Mean Std

Case 1 8 23 15 5.02 8 19 13.83 3.92 17 41 26.33 9.71 17 39 24.83 8.26 6 13 8.67 3.33
Case 2 0 11 5.5 3.62 8 25 15.67 6.89 4 24 14.33 8.64 17 49 27.83 13.12 0 6 2.5 2.26
Case 3 49 60 49.33 6.25 42 62 50.5 8.04 47 74 56.17 10.65 67 98 76.67 12.27 47 61 49 7.46

Case 4 2 5 3 1.26 1 5 2.5 1.64 2 10 4.67 2.94 9 27 13.67 7.94 1 2 1.83 0.41
Case 5 0 7 1.5 2.74 2 5 3.67 1.21 2 7 3.17 2.14 4 47 15.67 17 0 3 0.67 1.21
Case 6 3 4 1.67 1.86 4 5 3.5 1.22 3 17 8.67 5.24 3 41 17.5 14.39 2 3 1.67 0.82
Case 7 2 19 5.83 7.86 0 6 1.67 2.34 0 18 4.17 6.88 0 21 5 8 0 16 3.17 6.4

Case 8 0 0 0 0 0 4 1.17 1.47 2 11 4.33 4.23 1 13 5.83 4.58 0 1 0.17 0.41

Case 9 1 6 2.5 1.87 4 18 9.17 5.81 6 25 15 7.56 7 24 13.17 5.78 0 3 1.17 1.17
Case 10 0 0 0 0 4 5 2.83 2.04 5 14 7 4.86 0 3 0.83 1.33 0 0 0 0
Average 6.5 13.5 8.43 - 7.3 15.4 10.45 - 8.8 24.1 14.38 - 12.5 36.2 20.1 - 5.6 10.8 6.89 -

Table 2: Comparison of overall runtime.

Design MOSAIC [5] NeuralILT [12] GANOPC [6] CFNOILT [33]

Ours

Ori. Accel.

Case1 7.50s 4.92s 6.19s 5.46s 41.40s 17.72s

Case2 7.55s 5.25s 5.75s 5.11s 41.70s 15.16s

Case3 7.45s 4.95s 6.05s 5.13s 41.03s 15.13s

Case4 7.48s 5.12s 5.82s 5.26s 41.43s 16.28s

Case5 7.66s 4.94s 5.88s 5.32s 41.42s 16.10s

Case6 7.60s 4.90s 5.89s 5.51s 41.47s 14.96s

Case7 7.52s 4.92s 5.72s 5.05s 42.04s 15.87s

Case8 7.56s 5.08s 5.77s 5.12s 41.19s 16.05s

Case9 7.78s 5.17s 5.84s 5.00s 41.84s 14.97s

Case10 8.03s 4.87s 5.82s 4.95s 42.44s 16.42s

Average 7.61s 5.01s 5.87s 5.19s 41.60s 15.86s

process parameter, our method still achieves the best nominal EPE re-

sults across nearly all test cases, with an average of 5.6, far exceeding

other state-of-the-art methods.

In Table 2, we list the overall runtime for the entire end-to-end

mask optimization process on a given input mask. Compared to

other methods, RMO-ILT requires more time to obtain the optimized

mask. It is mainly because RMO-ILT needs to rigorously com-
pute the wafer pattern Z and gradient G on all the process
conditions, which the baseline methods failed to consider. In
the subsequent Section 5.4, we will discuss how to leverage multiple

GPUs for parallel acceleration and further accelerate the process

using sampling strategies as outlined in Section 4.2.

Figure 5 shows our optimized masks for 6 test cases, along with

their corresponding printed nominal wafer images and PV bands.

All printed images exhibit good performance, demonstrating the

adaptability of our algorithm across diverse test cases.

5.3 Comparison with Gradient Accumulation
In this section, we demonstrate the superiority of the proposed al-

gorithm to the conventional gradient accumulation approach for the

multi-objective optimization problem. We introduce a larger num-

ber of process conditions to reflect the capability of our algorithm.

More specifically, we enlarge the dose variation to cover more con-

figurations, i.e., {−2%,−1%, 0, +1%, +2%}. Considering more process

variations during the optimization process implies a higher likeli-

hood of encountering conflicts between different process corners.

To validate the effectiveness of our conflict resolution approach,

we compare it with the standard gradient accumulation method,

similar to MOSAIC [5], where the gradient for mask update is com-

puted by accumulating the gradient of each objective component.

As mentioned earlier, this approach is prone to gradient direction

conflicts and domination of gradient magnitudes over others, lead-

ing to biased updates. As depicted in Table 3, we present the EPE

Figure 5: Visualizations of results. Rows from top to bottom
are: target layouts, optimized masks, printed wafer images,
and PV bands.
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Figure 6: Runtime with objec-
tive sampling.
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Figure 7: Mask quality with
objective sampling.

distribution of some test cases to show the real process window.

For each case, the top row represents the results obtained using the

gradient accumulation method, while the bottom row corresponds

to our results, with each column comparing the performance of the

same test case. It is evident that the process window achieved with

our approach is much better across all these test cases compared to

the gradient accumulation-based approach. Furthermore, in nearly

all cases, our method yields significantly better mean EPE and EPE

deviation compared to the gradient accumulation method, indicating

the effectiveness and significance of our uniform update rule.
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Table 3: Process window comparison between gradient accumulation on ten process corners. In each group, the top and bottom
tables correspond to gradient accumulation and RMO-ILT, respectively.

(a) Case 2 (#Measurement points: 116)

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 4 3 0 0 6
Defocus 10 8 3 8 13

Mean 5.50

Std. 4.28

(b) Case 4 (#Measurement points: 64)

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 6 6 6 3 2
Defocus 6 6 6 6 4

Mean 5.10

Std. 1.52

(c) Case 5 (#Measurement points: 169)

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 3 2 2 3 5

Defocus 4 3 3 3 3

Mean 3.10

Std. 0.88

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 1 0 0 2 8

Defocus 5 2 0 2 5
Mean 2.50
Std. 2.68

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 2 1 1 1 4

Defocus 2 2 1 1 2
Mean 1.70
Std. 0.95

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 0 0 1 1 3
Defocus 1 0 0 0 1
Mean 0.70
Std. 0.95

(d) Case 6 (#Measurement points: 161)

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 1 4 4 4 5

Defocus 1 1 1 1 2
Mean 2.40

Std. 1.65

(e) Case 7 (#Measurement points: 134)

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 3 2 2 0 2

Defocus 16 12 5 2 0
Mean 4.40

Std. 5.34

(f) Case 9 (#Measurement points: 189)

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 0 0 1 3 6

Defocus 1 0 0 0 4

Mean 1.50

Std. 2.12

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 2 1 1 2 2
Defocus 2 1 1 1 3

Mean 1.60
Std. 0.70

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 0 0 0 0 0
Defocus 14 8 2 0 0
Mean 2.40
Std. 4.79

Focus

Dose

0.98 0.99 1.0 1.01 1.02

Nominal 0 0 0 1 3
Defocus 2 0 0 1 1
Mean 0.80
Std. 1.03

5.4 Scalability Analysis

As previously mentioned, the rigorous approach introduces extra

objectives and inevitably leads to an increase in runtime. In this

section, we demonstrate the scalability of our algorithm and the effi-

ciency of our accelerated implementation in Section 4 using multiple

GPUs and the objective sampling strategy.

Firstly, as illustrated in Table 2, acceleration with multiple GPUs

for batch execution results in approximately 2.6 times faster overall

runtime under six process conditions compared to serial process-

ing on a single GPU. However, despite this significant acceleration,

without factoring in the runtime of other modules, our algorithm

still presents a bottleneck in terms of time cost, with time complex-

ity of 𝑂 (𝑛𝑚), where the computational time cost approximately

quadratically increases when considering more process conditions.

Therefore, we further design an objective sampling strategy to

speed up the optimization runtime across many process corners. As

the sampling ratio increases, fewer process parameters need to be

considered. As shown in Figure 6, we incorporate this strategy before

and after parallel processing to explore its impact on the overall run-

time, with employing different ratios. The maximum ratio is set at

70% to ensure that the total number of our algorithm’s objectives still

meets the requirements of the multi-objective optimization problem

and preserves the presence of process variation. Comparing before

and after implementing the sampling strategy across ten process

corners, as depicted in Figure 6, the results demonstrate a clear linear

decrease in runtime, especially pronounced in the absence of parallel

acceleration. Despite the substantial reduction in time consumption

achieved by such parallel acceleration, the incorporation of the strat-

egy still yields significant acceleration benefits. For instance, when

the masked sampling ratio is 70%, approximately a 2× acceleration

effect is achieved.

Furthermore, to validate the trade-off between performance and

runtime, we examined the impact of the sampling strategy on mask

quality. Shown in Figure 7, the EPE deviation remains relatively

constant as the sampling ratio increases, with little change even

when 70% of process conditions are excluded. This highlights our

algorithm’s robustness. While worst-case EPE increases slightly

with higher sampling ratios, the average and nominal EPEs exhibit

only slight fluctuations, indicating that RMO-ILT maintains strong

performance across iterations despite some compromise in conflict

alleviation.

6 Conclusion
In this paper, we propose RMO-ILT, an inverse lithography algo-

rithm employing rigorous multi-objective optimization to enhance

robustness against process variations. By alleviating conflicts and

balancing amplitudes amongmultiple objectives during optimization,

our method effectively expands the process window. Moreover, with

two acceleration implementations, experimental results showcase

the superior efficiency and effectiveness of our approach.
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