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Abstract—With the ever-growing scale of circuits, the design time also
increases dramatically and hinders an efficient chip development process.
One way to accelerate the chip design process is to equip designers
with early estimations of the circuit metrics without actually running
the time-consuming circuit implementation flow. In this paper, we propose
a methodology for accurate synthesis results prediction based on deep
neural networks. More specifically, reckoning the relevance of circuit
metrics during synthesis, we propose to use multi-task learning (MTL) to
simultaneously predict circuit delay and area after logic synthesis, given
the hardware description language design and the synthesis configuration
sequence. A multi-head attention mechanism is developed to allow knowl-
edge sharing between the predictions for delay and area to improve the
model performance. Experimental results on 780,000 data points show that
the testing mean-absolute-percentage-error (MAPE) on unseen designs can
achieve 6%, which is about 3× lower than existing studies. Moreover, we
demonstrate that the proposed MTL model can facilitate circuit design
space exploration, which can effectively obtain superior designs in terms
of area and delay.

I. INTRODUCTION

The design complexity of modern very large integrated circuits
keeps soaring, and the major challenge that hinders the expedition
of hardware design is the long delay in obtaining feedback on certain
metrics, as the electronic design automation (EDA) flow for hardware
realization is time-consuming. One way to address the above issue
is to develop various models to conduct agile analysis and predict
the quality-of-results (QoR) without launching the EDA flow. Hence
designers can obtain the QoR (e.g., area, timing, and power) in a
shorter time and conduct design space exploration more efficiently.

Many previous works have investigated building these analysis and
prediction models. Regarding the design abstraction levels, various
analysis and prediction models are proposed for the architectural
level [1], [2], register transfer level or hardware description language
level [3], [4], and netlist level [5]. Regarding the modeling methodolo-
gies, there are analytical models and machine learning-based models.

Analytical models consider functionality, complexity, and other
circuit properties, along with the technology used for circuit imple-
mentation to predict the QoR [1], [6].

Machine learning-based methods train machine learning models
like support vector regression and artificial neural networks with
essential circuit features to predict metrics [7], [8]. Due to the powerful
modeling capabilities demonstrated by deep learning, methods such as
Convolutional Neural Networks (CNN) [9] and Transformer [4] have
been explored to further enhance prediction accuracy. Considering the
structure of circuits can be naturally represented as graphs, graph
neural networks prove to be valuable in learning circuit features and
predicting the QoR metrics for circuit implementations [3], [5], [10].

Furthermore, it is observed that circuit metrics can be influenced
by the synthesis configuration, which denotes a sequence of logic
optimizations in the synthesis process [11]. As a result, synthesis
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Fig. 1 Overview of our method. It takes RTL design and synthesis
flow information to predict area and delay simultaneously.

configurations have been leveraged for making predictions using long
short-term memory (LSTM) models or CNNs [12], [13].

While previous works have achieved considerable estimation accu-
racy, they all share a common limitation of considering each metric
prediction as an individual task. In this approach, dedicated features are
extracted for each metric and used to build separate models. However,
in VLSI design and implementation, the relevance among different
QoR metrics is ubiquitous. For example, optimizing the area may also
have an impact on the final power or timing of a design. Within the
logic synthesis, numerous practices can be identified that exemplify
these trade-offs. In multi-level logic optimization, techniques like
collapsing and substitution reduce delay (resp. area) but come at the
cost of increasing area (resp. delay) [14]. Similarly, optimizations like
re-substitution on And-Inverter-Graph (AIG) can save area by intro-
ducing more delay [15]. In addition, during technology mapping and
optimization, the relevance of delay and area also exists in strategies
for implementing designs with delay and area trade-offs, which include
gate-sizing, buffer insertion, etc. The analysis above indicates that there
exist implicit principles in the circuit implementation that are shared
among optimization for different metrics, which can be leveraged to
facilitate QoR modeling and prediction.

The recent surge in multi-task learning (MTL) techniques [16] has
demonstrated promising potential in simultaneously addressing several
relevant tasks using a unified model. By allowing knowledge-sharing
among tasks, there is an expectation of improved performance across
all tasks, as widely observed in other deep learning applications [17],
[18]. Considering the relevance of delay and area during the circuit
synthesis, we aim to develop a unified model to simultaneously predict
the delay and area of a design, given the RTL design and the synthesis
configuration. The predictions enable agile design iteration and guide
further design space exploration effectively. The overview of our work
is shown in Fig. 1.979-8-3503-0955-3/23/$31.00 ©2023 IEEE
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Our multi-task learning model first contains a primary module
consisting of a GNN and an LSTM to extract synthesis-related
features. Then feature extraction and feature-sharing modules based
on the attention mechanism [19] are integrated to obtain task-specific
features for the accurate delay and area predictions, which will be
elaborated in Section III.

We construct a large dataset that contains 780,000 data points to
validate the proposed MTL model and compare it with previous meth-
ods. The results show that the proposed MTL model can generalize
well to other unseen designs. Moreover, we extend the application of
our MTL model to perform design space exploration to validate the
effectiveness of the proposed model in real front-end design scenarios.

Our contributions are summarized as follows:
• We are the first to solve circuit QoR prediction tasks by multi-task

learning, which improves prediction accuracy.
• We leverage attention-based feature extraction and feature-sharing

modules to obtain specific features to predict delay and area.
• Experimental results show that the proposed MTL model can

obtain more accurate predictions than previous works, achieving
a mean-absolute-percentage-error (MAPE) of less than 6%.

• We further validated our proposed MTL model for RTL design
space exploration to predict Pareto-optimal points. Compared
with all baseline methods, we achieved over 15% improvements
in terms of hypervolume.

II. PRELIMINARY

A. Graph Neural Network

Given a graph G = (V,E), where V represents nodes and E

represents edges, respectively. Let X : {xv, ∀v ∈ V} be the node
feature matrix for a graph with N nodes, we have xv ∈ Rdx and
X ∈ Rdx×N . Graph neural networks (GNNs) aim to learn the graph
embedding through stacking k layers, which yield node embeddings
e
(1)
v , e

(2)
v , ..., e

(k)
v for each node v. Specifically, the embedding at the

first layer is the node feature, i.e., e(1)
v = xv .

There have been many powerful GNNs raised to learn from graph-
structured data. Graph Isomorphism Network (GIN) [20] is one of
the most powerful ones, which adds up all neighbors’ embedding to
represent the neighboring structures injectively.

B. Multi-Task Learning

Multi-task learning [16] is a new learning paradigm in machine
learning which differs from typical methods that train one model for
each task. It usually uses a unified model for multiple tasks with
task-specific branches and shares features among them to improve
the performance of all tasks. Researchers in the MTL field are
constantly working on inventing advanced mechanisms for feature
sharing to improve model performance, like linear combinations of
activations [17], attention-based feature sharing [18], etc.

III. METHODOLOGIES

A. Overview

This section will describe the workflow of our method in predicting
delay and area. Some notations are shown in TABLE I for a clearer
illustration of our model. It contains the following phases:

1) Circuit Pre-processing: To make our work adaptable for different
hardware design language descriptions, we first transform the
circuit to AIG, which only comprises and gates and not gates.
The generated AIG is a directed acyclic graph (DAG). This trans-
formation is done by the open-source synthesis tool Yosys [21].

2) Synthesis-Related Feature Extraction: The framework of our
multi-task learning model is shown in Fig. 2. It first uses a primary
module to extract features related to synthesis.

TABLE I Notations in Multi-task Learning Model

Notations Explanations

X The input node feature matrix.

e
(l)
v Node embedding of node v at layer l.

s The input synthesis sequence.

Tc The synthesis-related feature from the primary module.

T
(j)
i Feature from layer j in feature extraction module for task i.

F
(j)
i Feature from layer j in feature-sharing module for task i.

Q,K,V The input matrices for multi-head attention.

W
(Q)
g ,W

(K)
g , The projection matrices in multi-head attention

W
(V )
g for Q,K,V at head g, respectively.

Hg The computation at head g in multi-head attention.

W(O) The matrix for fusing outputs from G heads
in multi-head attention.

ci The classifier’s output in ensemble prediction for task i.

mi The MLPs’ output in ensemble prediction for task i.

3) Task-Specific Feature Extraction: Our model extracts specific
delay and area prediction features through two task-specific
feature extraction modules.

4) Task Feature Sharing: After task-specific features are extracted,
feature-sharing modules use an attention mechanism to relate
delay and area features and allow sharing between each other.

5) Ensemble Prediction: The ensemble prediction modules take the
features after sharing and use a set of multi-layer perceptrons
(MLPs) and a classifier synergistically to predict delay or area.

B. Synthesis-Related Feature Extraction

First, we use a primary module containing GIN and LSTM to extract
crucial features in logic synthesis, i.e., circuit and synthesis flow
features. It is shown in Fig. 2(b). The GIN learns graph embedding
through aggregating transformed node features. We employ four types
of input node features, i.e., xv, ∀v ∈ V: node type, logic level of
nodes, number of fan-in of nodes, and number of fan-out of nodes.
The node features are inspired by the cut-based synthesis [11]. Cuts
are clusters of AIG nodes such that each cluster consists of a set of
connected nodes rooted at one node producing its output [14].

The node type is either and or not, representing the node’s function-
ality. During synthesis, cuts in AIG will be optimized by rewriting or
refactoring with cuts with the same function but less delay or area [22].
The functionality of nodes is essential as it determines what kind of
cuts will be used to optimize the original one, consequently affecting
the delay and area of the circuit. The logic level is the number of
nodes along the longest paths from any primary input to the concerned
node. Logic optimization often involves cuts with reconvergence paths
to reduce delay [23]. Therefore, the difference in logic level between
two nodes in a cut indicates the possible reconvergence structure and
the potential for optimization. The number of fan-in and fan-out are
features that indicate the connectivity of the nodes. Besides, fan-out
is also an indicator of circuit QoR, as gates with large fan-out will
have high capacitive loads and will be optimized during synthesis by
methods like buffer insertion and gate sizing.

The computation of GIN in the primary module is shown in
Equation (1). For a GIN with k layers, e

(l)
v is the embedding for

the l-th layer, e
(l+1)
v is the updated embedding for layer l + 1. We
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X 2 Rdx⇥N
<latexit sha1_base64="TEAb9+aRJzXDCLy49Fwxk2V4x0w=">AAACEXicbVC7TsMwFHXKq5RXgJHFokLqVCUFCcYKFiZUEH1ITYgcx2mtOk5kO4gqyi+w8CssDCDEysbG3+C0HaDlSJaOz7lX997jJ4xKZVnfRmlpeWV1rbxe2djc2t4xd/c6Mk4FJm0cs1j0fCQJo5y0FVWM9BJBUOQz0vVHF4XfvSdC0pjfqnFC3AgNOA0pRkpLnllzIqSGfpj1cuhQDqdfP7vJ77LAe4COohGR8Cr3zKpVtyaAi8SekSqYoeWZX04Q4zQiXGGGpOzbVqLcDAlFMSN5xUklSRAeoQHpa8qRnuNmk4tyeKSVAIax0I8rOFF/d2QoknIc+bqyWFjOe4X4n9dPVXjmZpQnqSIcTweFKYMqhkU8MKCCYMXGmiAsqN4V4iESCCsdYkWHYM+fvEg6jbp9XG9cn1Sb57M4yuAAHIIasMEpaIJL0AJtgMEjeAav4M14Ml6Md+NjWloyZj374A+Mzx+enJ2B</latexit>

(a) The framework of our multi-task learning model.

k
<latexit sha1_base64="S3l8nnBLDerjgmOsR9KRP3N3+lk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5rhfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f09OM8w==</latexit>

Layers

G
IN

LS
TM

C
on
ca
tG
INX<latexit sha1_base64="ug3MRTkFEmuvBZK7pT+b5UnBryw=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZdFNy4r2Ae2Q8mkmTY0kxmSO0IZ+hduXCji1r9x59+YtrPQ1gOBwzn3knNPkEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilx15EcRSEWWfaL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bJ54Ss6sMiBhrO1TSObq742MRsZMosBOzhKaZW8m/ud1Uwyv/UyoJEWu2OKjMJUEYzI7nwyE5gzlxBLKtLBZCRtRTRnakkq2BG/55FXSqlW9i2rt/rJSv8nrKMIJnMI5eHAFdbiDBjSBgYJneIU3xzgvzrvzsRgtOPnOMfyB8/kDzeeRAA==</latexit>

s
<latexit sha1_base64="lILmndifYlXYYd3TBDeiCV0kJuw=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZdFNy4r2Ae2Q8mkd9rQTGZIMkIZ+hduXCji1r9x59+YtrPQ1gOBwzn3knNPkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqz02IuoGQVhpqf9csWtunOQVeLlpAI5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7lkoaofazeeIpObPKgISxsk8aMld/b2Q00noSBXZyllAvezPxP6+bmvDaz7hMUoOSLT4KU0FMTGbnkwFXyIyYWEKZ4jYrYSOqKDO2pJItwVs+eZW0alXvolq7v6zUb/I6inACp3AOHlxBHe6gAU1gIOEZXuHN0c6L8+58LEYLTr5zDH/gfP4A9u6RGw==</latexit>

Tc
<latexit sha1_base64="sJ+Qufa9mlcbk8XbJxB30sknoVQ=">AAAB83icbVDLSgMxFL2pr1pfVZdugkVwVWaqoMuiG5cV+oLOUDJppg3NZIYkI5Shv+HGhSJu/Rl3/o2ZdhbaeiBwOOde7skJEsG1cZxvVNrY3NreKe9W9vYPDo+qxyddHaeKsg6NRaz6AdFMcMk6hhvB+oliJAoE6wXT+9zvPTGleSzbZpYwPyJjyUNOibGS50XETIIwa8+HdFitOXVnAbxO3ILUoEBrWP3yRjFNIyYNFUTrgeskxs+IMpwKNq94qWYJoVMyZgNLJYmY9rNF5jm+sMoIh7GyTxq8UH9vZCTSehYFdjLPqFe9XPzPG6QmvPUzLpPUMEmXh8JUYBPjvAA84opRI2aWEKq4zYrphChCja2pYktwV7+8TrqNuntVbzxe15p3RR1lOINzuAQXbqAJD9CCDlBI4Ble4Q2l6AW9o4/laAkVO6fwB+jzB0B6kdI=</latexit>

(b) Primary feature extraction
module.

 MHA

MLP

�
<latexit sha1_base64="Kfe2l2iGdo8ph/MEHW/TMNkFtOM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZjZmeWeQhhyT948aCIV//Hm3/jJNmDJhY0FFXddHdFKWfa+P63V1hb39jcKm6Xdnb39g/Kh0ctLa0itEkkl6oTYU05E7RpmOG0kyqKk4jTdjS+nfntJ6o0k+LBTFIaJngoWMwINk5q9WTKre6XK37VnwOtkiAnFcjR6Je/egNJbEKFIRxr3Q381IQZVoYRTqelntU0xWSMh7TrqMAJ1WE2v3aKzpwyQLFUroRBc/X3RIYTrSdJ5DoTbEZ62ZuJ/3lda+LrMGMitYYKslgUW46MRLPX0YApSgyfOIKJYu5WREZYYWJcQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOm9eO/ex6K14OUzx/AH3ucP0UyPSQ==</latexit>

T
(j)
i

<latexit sha1_base64="GweEde7PSI55Kg/lI3udtovQdrI=">AAAB/XicbVDLSsNAFL3xWesrPnZugkWom5JUQZdFNy4r9AVtDJPppB07mYSZiVBD8FfcuFDErf/hzr9x0nahrQcGDufcyz1z/JhRqWz721haXlldWy9sFDe3tnd2zb39lowSgUkTRywSHR9JwignTUUVI51YEBT6jLT90XXutx+IkDTiDTWOiRuiAacBxUhpyTMPeyFSQz9IG5mX0uwuLd+fZp5Zsiv2BNYicWakBDPUPfOr149wEhKuMENSdh07Vm6KhKKYkazYSySJER6hAelqylFIpJtO0mfWiVb6VhAJ/biyJurvjRSFUo5DX0/mWeW8l4v/ed1EBZduSnmcKMLx9FCQMEtFVl6F1aeCYMXGmiAsqM5q4SESCCtdWFGX4Mx/eZG0qhXnrFK9PS/VrmZ1FOAIjqEMDlxADW6gDk3A8AjP8ApvxpPxYrwbH9PRJWO2cwB/YHz+ALaMlWI=</latexit>

Q = T
(j)
i

<latexit sha1_base64="PtnMuW7Ey7b4iepxcCzFA3/wV+E=">AAACCHicbZDLSsNAFIYn9VbrLerShYNFqJuSVEE3QtGNyxZ6gzaGyXTSjp1MwsxEKCFLN76KGxeKuPUR3Pk2TtoK2vrDwMd/zmHO+b2IUaks68vILS2vrK7l1wsbm1vbO+buXkuGscCkiUMWio6HJGGUk6aiipFOJAgKPEba3ug6q7fviZA05A01jogToAGnPsVIacs1D3sBUkPPT+rp5Q82Ujeh6W1SujtJXbNola2J4CLYMyiCmWqu+dnrhzgOCFeYISm7thUpJ0FCUcxIWujFkkQIj9CAdDVyFBDpJJNDUnisnT70Q6EfV3Di/p5IUCDlOPB0Z7arnK9l5n+1bqz8CyehPIoV4Xj6kR8zqEKYpQL7VBCs2FgDwoLqXSEeIoGw0tkVdAj2/MmL0KqU7dNypX5WrF7N4siDA3AESsAG56AKbkANNAEGD+AJvIBX49F4Nt6M92lrzpjN7IM/Mj6+AUxHmiQ=</latexit>

K = T
(j)
i

<latexit sha1_base64="9nkCQ01JpEnlofrndJMiULe0hC8=">AAACCHicbZDLSsNAFIYn9VbrLerShYNFqJuSVEE3QtGN4KZCb9DGMJlO2rGTSZiZCCVk6cZXceNCEbc+gjvfxklbQVt/GPj4zznMOb8XMSqVZX0ZuYXFpeWV/GphbX1jc8vc3mnKMBaYNHDIQtH2kCSMctJQVDHSjgRBgcdIyxteZvXWPRGShryuRhFxAtTn1KcYKW255n43QGrg+cl1ev6D9dRNaHqblO6OUtcsWmVrLDgP9hSKYKqaa352eyGOA8IVZkjKjm1FykmQUBQzkha6sSQRwkPUJx2NHAVEOsn4kBQeaqcH/VDoxxUcu78nEhRIOQo83ZntKmdrmflfrRMr/8xJKI9iRTiefOTHDKoQZqnAHhUEKzbSgLCgeleIB0ggrHR2BR2CPXvyPDQrZfu4XLk5KVYvpnHkwR44ACVgg1NQBVegBhoAgwfwBF7Aq/FoPBtvxvukNWdMZ3bBHxkf30Krmh4=</latexit>

V = T
(j)
i

<latexit sha1_base64="hJ3ER57tqmHwTrCJNz0T7WmeJn8=">AAACCHicbZDLSsNAFIYnXmu9RV26cLAIdVOSKuhGKLpxWaE3aGOYTCft2MkkzEyEErJ046u4caGIWx/BnW/jpI2grT8MfPznHOac34sYlcqyvoyFxaXlldXCWnF9Y3Nr29zZbckwFpg0cchC0fGQJIxy0lRUMdKJBEGBx0jbG11l9fY9EZKGvKHGEXECNODUpxgpbbnmQS9Aauj5SSu9+MFG6iY0vU3Kd8epa5asijURnAc7hxLIVXfNz14/xHFAuMIMSdm1rUg5CRKKYkbSYi+WJEJ4hAakq5GjgEgnmRySwiPt9KEfCv24ghP390SCAinHgac7s13lbC0z/6t1Y+WfOwnlUawIx9OP/JhBFcIsFdingmDFxhoQFlTvCvEQCYSVzq6oQ7BnT56HVrVin1SqN6el2mUeRwHsg0NQBjY4AzVwDeqgCTB4AE/gBbwaj8az8Wa8T1sXjHxmD/yR8fENVEmaKQ==</latexit>

T̂
(j)
i

<latexit sha1_base64="WRikLF0rvvj+w9zsWTCnQrF4VMM=">AAACA3icbVDLSsNAFJ34rPUVdaebYBHqpiRV0GXRjcsKfUETw2Q6acdOJmFmIpQh4MZfceNCEbf+hDv/xkmbhbYeuHA4517uvSdIKBHStr+NpeWV1bX10kZ5c2t7Z9fc2++IOOUIt1FMY94LoMCUMNyWRFLcSziGUUBxNxhf5373AXNBYtaSkwR7ERwyEhIEpZZ889CNoBwFoXJHUKpWlvmKZHeqen+a+WbFrtlTWIvEKUgFFGj65pc7iFEaYSYRhUL0HTuRnoJcEkRxVnZTgROIxnCI+5oyGGHhqekPmXWilYEVxlwXk9ZU/T2hYCTEJAp0Z36xmPdy8T+vn8rw0lOEJanEDM0WhSm1ZGzlgVgDwjGSdKIJRJzoWy00ghwiqWMr6xCc+ZcXSadec85q9dvzSuOqiKMEjsAxqAIHXIAGuAFN0AYIPIJn8ArejCfjxXg3PmatS0YxcwD+wPj8AbH6mC8=</latexit>

T
(j+1)
i

<latexit sha1_base64="usBHIvd/HU/voVC8Z/SDpjgL8hs=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARKkJJqqDLohuXFfqCNobJdNKOnUzCzEQoMQt/xY0LRdz6G+78GydtFtp6YOBwzr3cM8eLGJXKsr6NwtLyyupacb20sbm1vWPu7rVlGAtMWjhkoeh6SBJGOWkpqhjpRoKgwGOk442vM7/zQISkIW+qSUScAA059SlGSkuuedAPkBp5ftJM3YSmd0nl/tQ+SV2zbFWtKeAisXNSBjkarvnVH4Q4DghXmCEpe7YVKSdBQlHMSFrqx5JECI/RkPQ05Sgg0kmm+VN4rJUB9EOhH1dwqv7eSFAg5STw9GSWVs57mfif14uVf+kklEexIhzPDvkxgyqEWRlwQAXBik00QVhQnRXiERIIK11ZSZdgz395kbRrVfusWrs9L9ev8jqK4BAcgQqwwQWogxvQAC2AwSN4Bq/gzXgyXox342M2WjDynX3wB8bnD5vMldI=</latexit>

(c) Task-specific feature extraction

 MHA

 MHA

�
<latexit sha1_base64="Kfe2l2iGdo8ph/MEHW/TMNkFtOM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZjZmeWeQhhyT948aCIV//Hm3/jJNmDJhY0FFXddHdFKWfa+P63V1hb39jcKm6Xdnb39g/Kh0ctLa0itEkkl6oTYU05E7RpmOG0kyqKk4jTdjS+nfntJ6o0k+LBTFIaJngoWMwINk5q9WTKre6XK37VnwOtkiAnFcjR6Je/egNJbEKFIRxr3Q381IQZVoYRTqelntU0xWSMh7TrqMAJ1WE2v3aKzpwyQLFUroRBc/X3RIYTrSdJ5DoTbEZ62ZuJ/3lda+LrMGMitYYKslgUW46MRLPX0YApSgyfOIKJYu5WREZYYWJcQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOm9eO/ex6K14OUzx/AH3ucP0UyPSQ==</latexit>

MLP

�
<latexit sha1_base64="Kfe2l2iGdo8ph/MEHW/TMNkFtOM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZjZmeWeQhhyT948aCIV//Hm3/jJNmDJhY0FFXddHdFKWfa+P63V1hb39jcKm6Xdnb39g/Kh0ctLa0itEkkl6oTYU05E7RpmOG0kyqKk4jTdjS+nfntJ6o0k+LBTFIaJngoWMwINk5q9WTKre6XK37VnwOtkiAnFcjR6Je/egNJbEKFIRxr3Q381IQZVoYRTqelntU0xWSMh7TrqMAJ1WE2v3aKzpwyQLFUroRBc/X3RIYTrSdJ5DoTbEZ62ZuJ/3lda+LrMGMitYYKslgUW46MRLPX0YApSgyfOIKJYu5WREZYYWJcQCUXQrD88ipp1arBRbV2f1mp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOm9eO/ex6K14OUzx/AH3ucP0UyPSQ==</latexit>

Concat

 MHA

A
(j)
i

<latexit sha1_base64="i0O2CviYFbiG87ftkL72OJ4dp+0=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1iEuilJFXRZdeOygn1AG8tkOmnHTh7MTIQagr/ixoUibv0Pd/6NkzYLrR4YOJxzL/fMcSPOpLKsL6OwsLi0vFJcLa2tb2xumds7LRnGgtAmCXkoOi6WlLOANhVTnHYiQbHvctp2x5eZ376nQrIwuFGTiDo+HgbMYwQrLfXNvZ6P1cj1kvO0n7D0NqncHaV9s2xVrSnQX2LnpAw5Gn3zszcISezTQBGOpezaVqScBAvFCKdpqRdLGmEyxkPa1TTAPpVOMk2fokOtDJAXCv0Chabqz40E+1JOfFdPZlnlvJeJ/3ndWHlnTsKCKFY0ILNDXsyRClFWBRowQYniE00wEUxnRWSEBSZKF1bSJdjzX/5LWrWqfVytXZ+U6xd5HUXYhwOogA2nUIcraEATCDzAE7zAq/FoPBtvxvtstGDkO7vwC8bHN5jvlU8=</latexit>

Q = F
(j)
1<latexit sha1_base64="NFRevfD0Ya4tKcKrQB9060bBmis=">AAACCHicbZDLSsNAFIYn9VbrLerShYNFqJuSVEE3QlEQly3YC7QxTKaTduxkEmYmQglZuvFV3LhQxK2P4M63cdJW0NYfBj7+cw5zzu9FjEplWV9GbmFxaXklv1pYW9/Y3DK3d5oyjAUmDRyyULQ9JAmjnDQUVYy0I0FQ4DHS8oaXWb11T4SkIb9Ro4g4Aepz6lOMlLZcc78bIDXw/KSenv/gVeomdnqblO6OUtcsWmVrLDgP9hSKYKqaa352eyGOA8IVZkjKjm1FykmQUBQzkha6sSQRwkPUJx2NHAVEOsn4kBQeaqcH/VDoxxUcu78nEhRIOQo83ZntKmdrmflfrRMr/8xJKI9iRTiefOTHDKoQZqnAHhUEKzbSgLCgeleIB0ggrHR2BR2CPXvyPDQrZfu4XKmfFKsX0zjyYA8cgBKwwSmogmtQAw2AwQN4Ai/g1Xg0no03433SmjOmM7vgj4yPb9/+md4=</latexit>

K = F
(j)
1<latexit sha1_base64="JKVjT5Zr9i7KH0mqlrDv3swJan8=">AAACCHicbZDLSsNAFIYn9VbrLerShYNFqJuSVEE3QlEQwU0Fe4E2hsl00o6dTMLMRCghSze+ihsXirj1Edz5Nk7aCtr6w8DHf85hzvm9iFGpLOvLyM3NLywu5ZcLK6tr6xvm5lZDhrHApI5DFoqWhyRhlJO6ooqRViQICjxGmt7gPKs374mQNOQ3ahgRJ0A9Tn2KkdKWa+52AqT6np9cpac/eJG6iZ3eJqW7g9Q1i1bZGgnOgj2BIpio5pqfnW6I44BwhRmSsm1bkXISJBTFjKSFTixJhPAA9UhbI0cBkU4yOiSF+9rpQj8U+nEFR+7viQQFUg4DT3dmu8rpWmb+V2vHyj9xEsqjWBGOxx/5MYMqhFkqsEsFwYoNNSAsqN4V4j4SCCudXUGHYE+fPAuNStk+LFeuj4rVs0kcebAD9kAJ2OAYVMElqIE6wOABPIEX8Go8Gs/Gm/E+bs0Zk5lt8EfGxzfWYpnY</latexit>

V = F
(j)
i

<latexit sha1_base64="83yQI2bPOGIId2JzgZrmKwpfQPg=">AAACCHicbZDLSsNAFIYnXmu9RV26cLAIdVOSKuhGKArisoK9QBvDZDppx04mYWYilJClG1/FjQtF3PoI7nwbJ20Ebf1h4OM/5zDn/F7EqFSW9WXMzS8sLi0XVoqra+sbm+bWdlOGscCkgUMWiraHJGGUk4aiipF2JAgKPEZa3vAiq7fuiZA05DdqFBEnQH1OfYqR0pZr7nUDpAaenzTTsx+8TN2EprdJ+e4wdc2SVbHGgrNg51ACuequ+dnthTgOCFeYISk7thUpJ0FCUcxIWuzGkkQID1GfdDRyFBDpJONDUnignR70Q6EfV3Ds/p5IUCDlKPB0Z7arnK5l5n+1Tqz8UyehPIoV4XjykR8zqEKYpQJ7VBCs2EgDwoLqXSEeIIGw0tkVdQj29Mmz0KxW7KNK9fq4VDvP4yiAXbAPysAGJ6AGrkAdNAAGD+AJvIBX49F4Nt6M90nrnJHP7IA/Mj6+AT53mhs=</latexit>

Q = F
(j)
i

<latexit sha1_base64="kbmkZnWuBEr8ggBCbjDaOerEkeM=">AAACBnicbZDLSsNAFIYn9VbrLepShMEi1E1JqqAboSiIyxbsBdoYJtNJO3YyCTMToYSs3Pgqblwo4tZncOfbOGkraOsPAx//OYc55/ciRqWyrC8jt7C4tLySXy2srW9sbpnbO00ZxgKTBg5ZKNoekoRRThqKKkbakSAo8BhpecPLrN66J0LSkN+oUUScAPU59SlGSluuud8NkBp4flJPz3/wKnXpbVK6O0pds2iVrbHgPNhTKIKpaq752e2FOA4IV5ghKTu2FSknQUJRzEha6MaSRAgPUZ90NHIUEOkk4zNSeKidHvRDoR9XcOz+nkhQIOUo8HRntqmcrWXmf7VOrPwzJ6E8ihXhePKRHzOoQphlAntUEKzYSAPCgupdIR4ggbDSyRV0CPbsyfPQrJTt43KlflKsXkzjyIM9cABKwAanoAquQQ00AAYP4Am8gFfj0Xg23oz3SWvOmM7sgj8yPr4BW1KZCg==</latexit>

K = F
(j)
i

<latexit sha1_base64="oH2AGSJ/VYtC1p76Ps8XrgknUhA=">AAACBnicbZDLSsNAFIYn9VbrLepShMEi1E1JqqAboSiI4KaCvUAbw2Q6acdOJmFmIpSQlRtfxY0LRdz6DO58GydtBW39YeDjP+cw5/xexKhUlvVl5ObmFxaX8suFldW19Q1zc6shw1hgUschC0XLQ5IwykldUcVIKxIEBR4jTW9wntWb90RIGvIbNYyIE6Aepz7FSGnLNXc7AVJ9z0+u0tMfvEhdepuU7g5S1yxaZWskOAv2BIpgopprfna6IY4DwhVmSMq2bUXKSZBQFDOSFjqxJBHCA9QjbY0cBUQ6yeiMFO5rpwv9UOjHFRy5vycSFEg5DDzdmW0qp2uZ+V+tHSv/xEkoj2JFOB5/5McMqhBmmcAuFQQrNtSAsKB6V4j7SCCsdHIFHYI9ffIsNCpl+7BcuT4qVs8mceTBDtgDJWCDY1AFl6AG6gCDB/AEXsCr8Wg8G2/G+7g1Z0xmtsEfGR/fUcKZBA==</latexit>

V = F
(j)
i
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(d) Task feature sharing.
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(e) Ensemble prediction.

Fig. 2 (a) The whole framework of our multi-task learning model. It takes input as a circuit graph and synthesis sequence and outputs delay and
area prediction. (b) A primary module containing GIN and LSTM that extracts primary features from the circuit structure and synthesis flow. (c)
This module uses the attention mechanism to extract specific features of the circuit metrics from the synthesis-related feature. (d) This module
shares specific features for circuit metrics across tasks. (e) Ensemble prediction module uses a set of MLPs and a classifier together to give an
accurate prediction.

have e
(1)
v = xv as the initial node embedding.

e(l+1)
v = MLP(l)

(1 + ϵ(l)
)
· e(l)

v +
∑

u∈N(v)

e(l)
u

 , (1)

where MLP is multi-layer perceptron, and ϵ(l) is a learnable parameter.
The updated node embedding contains embeddings from the con-

cerned node and its neighbors, which are also transitive fan-in nodes in
the DAG. Consequently, the node embedding reflects the structure and
functionality of the cut rooted at the concerned node. We further add
up all nodes’ embeddings to get the embedding of the entire circuit.

Apart from the circuit itself, the logic synthesis flow also affects
the circuit QoR after implementation and can be represented as
a sequence [10], [12]. We use LSTM to learn the embedding of
synthesis flows. For each circuit and synthesis flow, we concatenate
the graph embedding provided by the GIN with the synthesis sequence
embedding generated by LSTM. The concatenation resembles the pro-
cess of applying logic optimizations on the circuit. The concatenated
embedding is our primary module’s output and encompasses crucial
features of circuit and synthesis flows.

C. Task-Specific Feature Extraction and Sharing

After we get the features related to logic synthesis and the circuit
structure from a high level, we proceed to derive task-specific features
for the delay and area prediction tasks. Inspired by [18], we use the
multi-head attention mechanism [19] in our multi-task learning model.
For feature extraction, self-task attention is used to extract distinct
feature representations for delay prediction and area prediction tasks.
Then, feature-sharing modules use cross-task attention to help each
task get relevant and beneficial features from the other task.

The multi-head attention (MHA) allows a model to attend to parts
of the information globally. The Q,K,V are the inputs of MHA and

are called query, key, and value, respectively. Suppose there are G
heads and each head is with projection matrices W(Q)

g ,W
(K)
g ,W

(V )
g

to project the query, key, value so that different heads can attend to
information from different representation subspaces of the input [19].
The computation is as follows:

MHA(Q,K,V) = Concat (H1, . . . ,HG)W
(O), (2)

where Hg, g ∈ {1, 2, . . . , G}, is the output of a single scaled dot-
product attention and G is the number of heads. For Hg , it computes
the similarity between projected QW

(Q)
g and KW

(K)
g and applies

it to the projected VW
(V )
g to get the attention between query and

value through looking into key, which is computed by:

Hg = Attention
(
QW(Q)

g ,KW(K)
g ,VW(V )

g

)
= softmax

(
(QW

(Q)
g )(KW

(K)
g )T√

df

)
VW(V )

g ,
(3)

where df is the feature dimension for input K. Finally, the projection
matrix W(O) is used to fuse the attention from each head and get a
feature with richer information.

The feature extraction modules will extract specific features for
delay and area. The input Q,K,V are the same as the synthesis-
related feature Tc from the primary module. This module is shown
in Fig. 2(c), and we call the output of MHA attention map. We first
compute the attention map for task i by feature from layer j in feature
extraction modules and add it again as Equation (4) shows.

T̂
(j)
i = MHA(T

(j)
i ,T

(j)
i ,T

(j)
i ) +T

(j)
i . (4)

Then we use MLP to project the attention map further and add it back
to get the specific feature for the next layer, as Equation (5) shows.

T
(j+1)
i = MLP(T̂

(j)
i ) + T̂

(j)
i . (5)
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The MHA in this module can attend to delay or area information from
the input synthesis-related feature. The original feature T

(j)
i and the

attention map T̂
(j)
i is added back in this module MHA, so multiple

layers can be stacked to extract more specific features for each task
from the synthesis-related feature in a repetitive manner.

After extracting task-specific features, feature-sharing modules aim
to help the prediction for one circuit metric obtain beneficial features
from the prediction for the other metric.

Without the loss of generality, the computation for the feature of
task i is shown in Fig. 2(d). It takes the specific features from all tasks
as the input Q,K and the features from task i as V. For the feature
of task i at layer j, F(j)

i , we can get n attention maps for n tasks.

A
(j)
1 = MHA

(
F

(j)
1 ,F

(j)
1 ,F

(j)
i

)
;

...

A(j)
n = MHA

(
F(j)

n ,F(j)
n ,F

(j)
i

)
.

(6)

The initial input features for feature-sharing modules are specific
features for circuit metrics extracted previously. After we get n
attention maps for each task, we concatenate all of them and use an
MLP for projection. Then, the attention map is added back from task
i to get a fused attention map Â

(j)
i .

Â
(j)
i = MLP(Concat(A

(j)
1 , . . . ,A(j)

n )) +A
(j)
i . (7)

Finally, Â(j)
i is further projected and the original feature of task i,

F
(j)
i , is added back to generate the new feature F

(j+1)
i for task i:

F
(j+1)
i = MLP(Â

(j)
i ) + F

(j)
i . (8)

MHAs will relate features for each circuit metric, i.e., F
(j)
i , i ∈

{1, 2, . . . , n}, with the features for the concerned feature at task i,
i.e., F(j)

i . This is achieved by computing attention maps with Q,K,V,
where Q and K are from all circuit metrics being predicted, and V
is from the concerned one. The features are then shared to the task i
through concatenation. For each task self-task attention map A

(j)
i and

the self-task feature F
(j)
i are added back during the computation. It

aligns with the intuition that when predicting delay (resp. area), delay
(resp. area) features should take the principal role while area (resp.
delay) features take the auxiliary role.

D. Ensemble Prediction Module

Conventionally, regression models like MLPs are used to conduct
the final prediction for delay and area of a design. However, the sizes
of circuits with different functions vary significantly, and the ground-
truth values also span across a large range. For instance, the delay of
a decoder is 26ps, whereas a square root circuit can have a delay of
21500ps [24], leading to a tough training process.

To handle this problem, we use an ensemble prediction module to
get the final prediction for each task. We set 4 data ranges for our data
points and use 4 MLP branches for each task, each for one data range.
They are fed with the same feature generated by the feature-sharing
module. We also feed the feature to a classifier to decide which output
range should be used among the four MLP branches.

For each data point, the outputs of four MLPs for task i can be
viewed as a vector, denoted as mi ∈ R4. The output of the classifier
is a one-hot vector denoted by ci ∈ R4 that indicates which output of
the MLPs should be used as the final prediction yi. To get yi, we can
take the product of mi and ci, as shown in Equation (9) and Fig. 2(e).

yi = mT
i ci. (9)
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Fig. 3 Distribution of the prediction errors. Each row, from left to
right, shows the number of predictions based on the percentage error
of inductive testing results on area and delay, respectively. The first
row is for LOSTIN [10], and the second is for the proposed method.

We use Mean-Squared-Error (MSE) as the final prediction loss func-
tion, as computed by

L
(pred)
i = (yi − ŷi)

2, (10)

where ŷi is the ground truth for prediction yi. In addition, we can
also get the label of the classification result ĉi ∈ R4 and utilize an
auxiliary loss function for the classifier, in which the cross-entropy
(CE) loss is applied and can be formulated as

L
(aux)
i = CE(ci, ĉi). (11)

Therefore, for a single data point, the loss can be calculated by
combining the losses from all the tasks, as computed by

L =

n∑
i=1

(L
(pred)
i + L

(aux)
i ). (12)

IV. EXPERIMENTAL RESULTS

In this section, we first describe the dataset details and the ex-
periment setups. Then we compare the performance of circuit QoR
prediction of our MTL model against a set of baseline models,
including conventional single-task prediction models and other multi-
task learning models. We also show that the proposed method can
facilitate design space exploration by predicting Pareto-optimal points.

A. Dataset Generation and Evaluation

The input to the synthesis results prediction model contains two
parts: a design and a synthesis sequence. We collect the designs from
EPFL15 benchmark [24], ISCAS85 benchmark [25], an online adder
generator [26], and an in-house multiplier generator, which contains 39
combinational circuits in total. Then we synthesize each circuit with
20000 different synthesis flows and map them using ASAP 7nm low-
voltage technologies [27] with open-source synthesis tool ABC [11]
to get the ground truth of delay and area.

To assess the models’ ability to generalize, we devise two testing
scenarios. The first scenario, termed transductive testing, comprises
seen designs with unseen synthesis sequences during training. This
scenario corresponds to exploring synthesis flows that yield favorable
QoR during circuit implementation. The second scenario, referred to
as inductive testing, consists of unseen circuits during training with all
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TABLE II MAPE Results Comparison with Baseline Methods.

LR CNN [13] LSTM [12] LOSTIN [10] 2Ea [16] SAb [18] CSc [17] Ours

Transductive
Testing

Delay Prediction 23.37% 42.21% 80.27% 11.52% 1.32% 0.90% 1.34% 0.79%

Area Prediction 98.07% 63.58% 16.30% 10.85% 1.23% 1.06% 1.22% 0.83%

Inductive
Testing

Delay Prediction 26.33% 38.04% - 22.51% 7.78% 7.27% 12.35% 5.80%

Area Prediction 146.05% 74.57% - 25.78% 11.11% 7.63% 9.34% 5.84%
a 2-Ensemble baseline. b Self-attention baseline. c Cross-stitch baseline.

synthesis sequences. It corresponds to the exploration of entirely new
designs. For the design points used for training, we split the training,
validation, and test set with a ratio of 20%, 5%, and 75%, respectively.

B. Model Configuration

For our MTL model, we choose the node embedding dimension to
be 128 (32 for each node feature) in the primary module. The number
of layers of the GIN and LSTM are both 2. The dimension for the
hidden layers in MLPs in the ensemble prediction modules is 200.
Both task-specific feature extraction and feature-sharing modules have
2 layers with 4 heads in the multi-head attention. We use an Adam
optimizer with a learning rate of 0.005.

C. Comparison with Baseline Methods

We use Mean Absolute Percentage Error (MAPE) to evaluate the
performance of our work. It computes the percentage error between
prediction value ym and ground-truth value ŷm for M prediction
values, as shown in Equation (13).

MAPE =
100%

M

M∑
m=1

∣∣∣∣ ŷm − ym
ŷm

∣∣∣∣ (13)

We conduct a comprehensive comparison of our model with both
single-task and multi-task methods. The single-task methods treat
predicting delay and area as independent tasks, including Linear
Regression (LR), CNN [13], LSTM [12], and a Spacial-Temporal
model, LOSTIN [10].

To ensure the CNN and LR methods are capable of predicting
unseen designs, we encode specific circuit properties (e.g., number
of inputs/outputs, number of nodes, logic level, etc.) into their inputs.
The LSTM method can only predict seen designs during training, but
it is tested on unseen synthesis flows, i.e., transductive testing.

Regarding multi-task learning baselines, since no existing work
is available, we construct them based on prior MTL research. The
first baseline, denoted as 2-Ensemble, simply employs two ensemble
prediction modules to directly predict delay and area from the same
synthesis-related features obtained from a primary module [16]. The
second named Self-attention, involves using task-specific feature
extraction after the primary module, incorporating self-task attention
to derive specific features for delay and area [18]. The third one is a
cross-stitch-based model [17], which linearly combines delay and area
features extracted by two primary modules (namely Cross-stitch).

Our MTL model excels in both transductive and inductive testing.
In transductive testing, we achieve an impressive MAPE of 0.79% and
0.83% for delay and area, respectively. Even in the more challenging
inductive testing, our method performs well, with a MAPE of 5.80%
and 5.84% for delay and area, respectively.

Compared with single-task baselines, our MTL model outperforms
the best single-task baseline, LOSTIN [10], by more than 3 times.

In inductive testing, all predictions made by our model have errors
below 20%, with most falling under 10%. In contrast, the errors in
LOSTIN [10] are more widely spread, as shown in Fig. 3. This

highlights our model’s strong generalizability to unseen designs,
avoiding predictions with large errors.

In TABLE II, we further compare our model with multi-task
learning baselines (2E, SA, and CS). The 2-Ensemble, a simple
MTL model directly using common synthesis-related features for both
delay and area, outperforms all single-task baselines. This shows
the effectiveness of multi-task learning in capturing the relevance
among QoR metrics during circuit implementation, resulting in higher
accuracy and generalizability. The self-attention utilizes task-specific
feature extraction, providing unique representations for delay and
area features, leading to higher accuracy compared to 2-Ensemble.
Moreover, the cross-stitch model performs similarly to 2-Ensemble but
worse than both self-attention and our model. This suggests that more
complex mechanisms like attention, are better suited for exploiting the
relevance of delay and area features rather than linear combinations.

The proposed MTL model utilizes self-task attention to extract
specific features for delay and area from the synthesis-related features
and cross-task attention to share the features with each other. The
resulting feature for predicting delay (resp. area) combines task-
specific features from both delay and area but is still based on delay
(resp. area). Therefore it outperforms all baseline methods in both
transductive and inductive scenarios on delay and area.

Judging from the MAPE value, our work reaches an error of less
than 1% in the transductive testing scenario. This indicates that our
model facilitates designers to explore new synthesis flows for better
QoR without the need for time-consuming synthesis. Our work is
also generalizable to predict designs never seen before, thus equipping
designers with the ability to rapidly assess the QoR of new designs.

D. Enabling Design Space Exploration

In this section, we demonstrate that the proposed MTL model can
facilitate the design space exploration workflow by alleviating the time
overhead in running countless times of design implementations.

We generate a datapath circuit dataset by the open-source adder
generator [26] and the in-house compressor tree multiplier generator.
It contains 36 adders and 35 multipliers. Each design is synthesized
by ABC [11] with the aforementioned 20000 different synthesis flows
to form 20000 points to explore. There are 6 types of prefix adders,
each with bit-widths of 4, 8, 16, 32, 64, and 128. The multipliers are
generated with bit-widths of 4, 8, 16, and 64, each of which consists of
7 designs with different random compressor structures. For adders and
multipliers of each bit-width, we randomly select one design for the
inductive testing, leaving the others in the transductive testing scenario.

The design space exploration aims to identify Pareto-optimal de-
signs concerning multiple trade-off metrics, such as delay and area.
In this experiment, we utilize our MTL models and baseline models
to predict designs on the datapath dataset and select those predicted
to be Pareto-optimal. These selected designs are then mapped in the
real design space to determine if they form a desired Pareto-frontier.

To assess the quality of the Pareto-frontiers, we use the widely-used
metric, hypervolume, which represents the bounded region between
the Pareto-frontier and a reference point (as shown in Fig. 4). The
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TABLE III Hypervolume Ratio of Delay and Area Comparison.

Design ADD32 ADD64 ADD128 MUL16 MUL32 MUL64 Averaged

LOSTIN [10] 0.705 0.704 0.826 0.873 0.693 0.352 0.692

2-Ensemble [16] 0.889 0.831 0.927 0.931 0.593 0.861 0.838

Self-attention [18] 0.814 0.859 0.835 0.802 0.870 0.939 0.853

Cross-stitch [17] 0.724 0.861 0.964 0.558 0.910 0.804 0.803

Ours 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Reference Point
Pareto-optimal Points
Non-optimal Points
Hypervolume
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Fig. 4 An illustration of hypervolume.
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Fig. 5 Pareto-frontiers comparison of baseline methods. From left to
right are results for 16-bit and 32-bit multipliers, respectively.

hypervolume value is influenced by the choice of the reference point.
Thus, we compare the normalized hypervolume ratio of different
Pareto-frontiers generated by various models.

For brevity, we only show the results for high bit-width designs
in TABLE III. Our proposed method reaches the largest hypervolume
for all bit widths. The average hypervolume ratio is 30% higher than
the best single-task baseline (LOSTIN) and 15% higher than the best
MTL baseline (Self-attention). For simplicity, we only show the Pareto
frontiers for multipliers of 16 and 32 bit in Fig. 5, which shows that the
Pareto-frontiers given by our model have better coverage of different
scenarios, including small area, small delay, and area-delay trade-off.

V. CONCLUSION

In this paper, a multi-task learning model is proposed to predict the
delay and area of RTL designs after logic synthesis. It considers the
effect on circuit metrics from both the circuit structure and synthesis
flows. More importantly, it leverages the relevance of circuit metrics
in synthesis with attention-based feature extraction and feature-sharing
mechanisms to make more accurate predictions. Experiments on a
dataset of various circuits show that our model is more accurate com-
pared with previous methods that take metric prediction as individual
tasks. We also show that our MTL model facilitates design space
exploration by predicting Pareto-optimal design points. Future work
will focus on extending the multi-task learning to more EDA stages.
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