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Abstract—Multiplication is a fundamental operation in many
applications, and multipliers are widely adopted in various circuits.
However, optimizing multipliers is challenging and non-trivial due
to the huge design space. In this paper, we propose RL-MUL, a
multiplier design optimization framework based on reinforcement
learning. Specifically, we utilize matrix and tensor representations
for the compressor tree of a multiplier, based on which the
convolutional neural networks can be seamlessly incorporated as
the agent network. The agent can learn to adjust the multiplier
structure based on a Pareto-driven reward which is customized to
accommodate the trade-off between area and delay. Experiments
are conducted on different bit widths of multipliers. The results
demonstrate that the multipliers produced by RL-MUL dominate
all baseline designs in terms of both area and delay. The per-
formance gain of RL-MUL is further validated by comparing the
area and delay of processing element arrays using multipliers from
RL-MUL and baseline approaches.

I. INTRODUCTION

Datapath designs are fundamental building blocks of digital inte-
grated circuits, which have become increasingly critical in mod-
ern computing platforms. Particularly, the multiply-accumulate
(MAC) operations are heavily used in many applications, includ-
ing digital signal processing, deep neural networks (DNNs), and
image processing. Especially, MAC operations may account for
more than 99% of all operations in conventional DNNs, as shown
in Fig. 1. On the hardware level, these operations are executed
by datapath circuits, among which multipliers contribute a
substantial portion of overhead in terms of performance, power,
area, and design costs.

Generally, these designs can be completed manually by re-
fining from regular structures, which effectively optimizes area,
power, and performance for a particular technology node and ap-
plication scenario [1]–[4]. However, it is not so flexible consider-
ing the required engineering effort. Algorithmic approaches can
generate circuit structures based on particular strategies, which
mainly contain two categories, namely mathematical program-
ming and heuristic search. Integer linear programming (ILP) has
been widely investigated for datapath circuits optimization [5]–
[7]. GOMIL [7] proposed an ILP formulation for global multi-
plier optimization, and the optimization of multipliers on FPGA
designs is explored in [6]. In addition, ILP has also been applied
for adder trees based on analytical area, power, and timing
models [5]. Heuristic search is another approach that attempts
to obtain desired circuit structures effectively based on a well-
defined representation of the structure [8], [9], where different
pruning techniques are introduced to avoid exhaustive searching.
Recently design space exploration methodologies have become
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Fig. 1 Ratios of MAC computations in various neural networks.

promising solutions for circuit design and optimization, where
various machine learning models are leveraged, including graph
learning and Bayesian optimization [10], [11]. All these methods
rely on proxy estimation or surrogate models to evaluate a design
during the search or optimization.

In contrast to the aforementioned methods, reinforcement
learning (RL) can make use of the actual evaluation within
the optimization loop. In this paper, we propose an RL-based
framework for multiplier design optimization, specifically for
compressor tree structures. Recently, RL has been applied to
solve different problems [12]–[14] in electronic design automa-
tion (EDA). Regarding the circuit structure optimization, Pre-
fixRL [12] proposed to apply deep Q-learning to adder structure
exploration. GCN-RL [13] applied the actor-critic algorithm to
solve the transistor sizing problem. In this work, we made the
first attempt toward multiplier optimization based on reinforce-
ment learning. We propose a matrix and a tensor representation
for the compressor tree structures, based on which an RL agent
is trained to make adjustments to the structures. The agent can
learn to make good moves based on a Pareto-driven reward
which is customized to accommodate the trade-off between area
and delay. To validate the effectiveness, RL-MUL is applied to
design and optimize different bit widths of multipliers, which
can outperform various baseline designs from different methods,
including legacy designs, evolutionary algorithms, and integer
linear programming. The main contributions of this work are as
follows:

• We propose RL-MUL, a multiplier optimization framework
based on reinforcement learning. To the best of our knowl-
edge, it is the first work to leverage RL for multiplier
optimization.

• We present a matrix and a tensor representation for multi-
pliers, based on which conventional deep neural networks
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Fig. 2 Multiplier architecture

can be seamlessly incorporated as the agent network.
• A Pareto-driven reward is utilized to accommodate the

trade-off between the area and delay so that the agent can
learn to achieve Pareto-optimal designs.

• Experimental results demonstrate that the multipliers pro-
duced by RL-MUL dominate all baseline designs in terms
of both area and delay. The performance gain of RL-MUL
is further validated by comparing the area and delay of pro-
cessing element array designs using different multipliers.

II. PRELIMINARY

A. Multiplier Architecture

The multiplier is usually implemented as three main parts: a
partial product generator (PPG), a compressor tree (CT), and
a carry propagation adder, as shown in Fig. 2. PPG produces
partial products (PPs) from the multiplicand and multiplier. The
CT is used to compress the PPs to two rows in parallel. After
the compression process, an adder is applied to sum up the two
rows of PPs to get the final product.

A typical partial product generator is based on AND gate,
which uses N2 AND gates for N bit multiplier to generate
parallelogram-shaped PPs. A CT has multiple compression
stages to compress the PPs into two rows. The most commonly
used compressors include 3:2 compressors and 2:2 compressors,
which are implemented using a full adder and a half adder,
respectively. For a 3:2 (resp. 2:2) compressor applied at stage
i and column j, it takes (resp. 2) partial products from stage i
column j as input and passes the sum output to stage i+1 column
j and the carry out to stage i+1 column j+1. Therefore, a 3:2
and a 2:2 compressor reduces 2 and 1 partial products of column
j, respectively, and increases one partial product of column j+1.

B. Q-Learning

RL involves a set of optimization instances named state S, and
a set of actions A per state. The agent transitions from state
s to state s′ by performing an action a ∈ A, and receives
a reward r(s, a) from the RL environment as evaluation. The
action selection model is called policy π, and the RL agent aims
to learn a policy that maximizes accumulative reward.

Q-learning is an RL algorithm that learns the scores of each
action a corresponding to the given state s, and the score is
called Q-value, which is denoted as Q(s, a). From Bellman
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Fig. 3 RL-based multiplier optimization framework

equation [15], the Q-value is expected as follows:

Q (s, a) = r (s, a) + γmax
a′

Q (s′, a′) , (1)

where s′ indicates the next state, and γ is the discount factor.
Therefore, the Q-value is updated by:

Q (s, a) = Q (s, a) + α
[
r (s, a) + γmax

a′
Q (s′, a′)−Q (s, a)

]
,

(2)
where α is the learning rate.

In this paper, we adopt the deep Q-learning method, which
employs a deep neural network as the Q-value approximator. We
define the state s as the multiplier structure whose representation
will be described in Section III-B. An action a modifies the
current structure to a new multiplier structure, i.e., the next state.
Reward r is defined as the actual improvement in terms of the
area and delay of the multiplier.

III. PROPOSED METHOD

A. Overview
Fig. 3 shows our RL-MUL optimization framework. In the RL
process, an agent continuously interacts with the environment.
At the beginning of every episode, the environment will be at an
initial state s0, which is a Wallace tree structure. At state st, the
RL-MUL agent selects an action from a set of legal actions based
on its policy π in the form of a neural network parameterized
by θ, which approximates the Q-value of the actions. The action
at modifies the multiplier structure to construct a new structure,
which is the next state st+1. Then, the reward rt is obtained
from the EDA tools, based on which the agent will update its
neural network model.

B. Multiplier Representation
The RL state space S consists of all N -bit multiplier structures.
It is noted that a primary feature of a multiplier is the number of
different compressors in each column, which has a direct impact
on its performance after synthesis. Therefore, we use the total
number of 3:2 and 2:2 compressors in each column to present
the multiplier structure, which can be represented by a matrix

2
Authorized licensed use limited to: The Hong Kong University of Science and Technology (Guangzhou). Downloaded on December 20,2024 at 07:35:52 UTC from IEEE Xplore.  Restrictions apply. 



Algorithm 1 Compressor Assignment

Require: M: Matrix representation
Ensure: T : Tensor representation.

1: for j ← 1 to 2N do
2: i← 0
3: while column j exists not assigned comp. do
4: Assign 3:2 comp. to stage i column j first
5: Update t

(0)
ij in T(0)

6: if Remaining PPs ≥ 2 then
7: Assign 2:2 comp. to stage i column j

8: Update t
(1)
ij in T(1)

9: end if
10: i← i+ 1
11: end while
12: end for
13: T0,:,: ← T(0)

14: T1,:,: ← T(1)

M ∈ R2N×2. The first and second rows of the matrix represent
the total number of 3:2 and 2:2 compressors used in each
column, respectively. For example, a 4-bit multiplier structure
and its matrix representation M are shown in Fig. 4. To build
a complete multiplier structure from matrix representation M,
we need to assign the compressors to the corresponding stages.
However, the mapping from M to the structures is not unique
since different assignments of compressors in multiple stages
may have the same overall number in each column. In order to
obtain a unique representation, we extend our matrix represen-
tation to a more informative tensor representation, as shown in
Fig. 4. We denote T ∈ RK×2N×ST as the tensor representation,
where K is the total kinds of compressors used and ST is the
number of stages. In this work, 3:2 and 2:2 compressors are
used, thus K = 2. Note that it can be future extended to support
more compressor types. Let T(0) = T0,:,: ∈ R2N×ST and
T(1) = T1,:,: ∈ R2N×ST denote the assignment of 3:2 compres-
sors and 2:2 compressors, respectively. t(0)ij and t

(1)
ij indicate 3:2

and 2:2 compressor numbers at stage i column j, respectively.
Given a matrix M that contains the information of the overall
number of compressors in each column, we can construct the
tensor representation T correspondingly based on an assignment
scheme of the compressors in different stages. Since the scheme
is deterministic and straightforward, the mapping between M
and T is unique. Thus we can obtain a unique representation for
a multiplier structure. The procedure is presented in Algorithm 1.
The assignment method is to assign the compressors from the
least significant bit (LSB) columns to the most significant bit
(MSB) columns. At column j of stage i, we first assign 3:2
compressors as many as possible (Lines 4 and 5). If there still
remain two or more PPs at stage i, we further assign the 2:2
compressors (Lines 6 to 8). Then we move to the next stage
until all compressors in column j are assigned.

C. Multiplier Modification
An action a refers to the decision from the RL agent to modify
the current multiplier structure. There are four actions for each
column, including adding a 2:2 compressor, removing a 2:2
compressor, replacing a 3:2 compressor, and replacing a 2:2
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compressor. We denote resj to present the PP number after
compression of column j, which should only be 1 or 2. Adding
or removing a 3:2 compressor at column j will cause the resj
to be 0 or 3 and, thus this action is not used. Hence, the action
space |A| = 2N × 4 = 8N . Note that not all actions are valid,
e.g., we cannot remove or replace a compressor that even does
not exist. For example, there is no 2:2 compressor at column
1 in Fig. 4, thus removing a 2:2 compressor from column 1 is
invalid. On the other hand, an action a applied on column j is
invalid if a leads the PP numbers after compression to 0 or 3
in column j. For example, if a 2:2 compressor is removed in
column 4 in Fig. 4, then res4 will be three, thus the action is
invalid.

For a compressor tree with 2N columns, the output of a deep
Q-network is a vector that indicates the predicted Q-values:

Q(st) = [q11, q12, q13, q14, · · · , q2N,1, q2N,2, q2N,3,q2N,4], (3)

where each group of qj1, qj2, qj3, qj4 indicates the Q-value of
the four actions aj1, aj2, aj3, aj4 in column j. To ensure only
legal actions can be selected, a mask m is utilized as the selector
to enable valid actions and forbid invalid actions.

m = [m10,m11,m12,m13, · · · ,m2N,0,m2N,1,m2N,2,m2N,3],
(4)

where each entry is a binary value. If an action aij is valid,
the corresponding entry in mij is 1. Otherwise, it is 0. In
RL-MUL, the final masked Q-value vector is the element-wise
multiplication of the mask vector and Q-value vector:

Q′(st) = Q(st)⊙m. (5)

Now the decision is given by

at = argmax
a

Q′ (st, a) . (6)

Note that only non-zero entries are considered. The action ap-
plied to column j changes the number of 3:2 or 2:2 compressors
of the current column j, which may cause the number of
compressed PPs of subsequent column j + 1 to become 0 or
3. We use the legalization strategy shown in Algorithm 2 to
refine the multiplier structure to ensure the PPs are compressed
to 2 rows. It refines from column j+1 to the MSB column until
all columns have been refined. If there is lack-of-compression
we add a 3:2 or replace a 2:2 (Lines 5 to 9), and if there is
over-compression, we delete a compressor (Lines 11 to 16).
Similar to the assignment procedure, the legalization process is
also deterministic. Under state st, we can get a new state st+1
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Algorithm 2 Legalization

Require: Multiplier structure to be legalized; C: action column
Ensure: Legalized multiplier structure

1: for j ← (C + 1) to 2N do
2: resj ← Get residual PPs after compression
3: if resj = 1 or resj = 2 then
4: return ▷ legalization done
5: else if resj == 3 then
6: if exists 2:2 comp. in column j then
7: Replace a 2:2 compressor
8: else
9: Add a 3:2 compressor

10: end if
11: else if resj == 0 then
12: if exists 2:2 compressor in column j then
13: Delete a 2:2 compressor
14: else
15: Delete a 3:2 compressor
16: end if
17: end if
18: end for

after performing action at to modify the structure along with the
legalization.

D. Pareto-driven Reward
In RL-MUL, reward rt is the improvement on the circuit
criteria after applying action at at state st, including area and
delay. Considering the nature of the trade-off between area and
delay, a superior multiplier design is always expected to achieve
Pareto-optimal in terms of these two dimensions. To do that,
we further incorporate a Pareto-driven reward to facilitate that
the RL agent can learn to generate Pareto-optimal designs. To
train the RL-MUL agent to design Pareto-optimal multipliers,
we conduct synthesis flow with multiple design constraints so
that the obtained rewards can cover a wide range of scenarios,
including area-driven scenario, timing-driven scenario, and area-
delay-balance scenario. The total cost is calculated by a weighted
sum of area and delay values in different scenarios.

cost =

n∑

i=1

areai + w

n∑

i=1

delayi (7)

where areai and delayi is the in synthesised metrics with i-th
constraint, w is the weight to trade off area and delay. We define
our reward r as the difference between st and st+1:

rt = costt − costt+1 (8)

E. Training Algorithm
We use ResNet-18 [16] as the backbone of Q-Network with the
parameters denoted by θ. The state is encoded into the tensor
representation T described in Section III-B and then fed into the
Q-network. Algorithm 3 presents the training process of RL-
MUL, which is based on the DQN algorithm. Actions a are
chosen randomly in warm-up steps (Line 6) and chosen by the
policy in future steps (Line 8). At each step t, the agent modifies
the multiplier structure st to a new structure st+1 and receives
reward rt through the synthesis and timing analysis process.

Algorithm 3 RL-MUL flow

Require: θ0: Initial Q-network parameters; M0: initial multi-
plier structure; γ: discount factor; α: learning rate; T : total
training steps; TB : warm-up steps

Ensure: θ: Q-network parameters
1: Replay buffer B ← {}
2: Encode s0 into T based on M0 ▷ Algorithm 1
3: t← 0
4: for t← 0 to T do
5: if t < TB then
6: at ← randomly choose from legal actions
7: else
8: Get at by Equation (6)
9: end if

10: Perform at to st and get st+1

11: Run EDA tools on st+1 and get rt ▷ Equation (8)
12: Push (st, at, rt, st+1) to B
13: Sample a batch of transitions from B
14: Update θ by gradient descent ▷ Equations (9) and (10)
15: end for

Then a new transition (st, at, rt, st+1) is obtained, and we push
it to the replay buffer (Line 12). With the new transition stored,
we randomly sample a batch of transitions (s′, a′, r′) from the
replay buffer (Line 13). The target Q-value regarding the state-
action pair at the sampled step is computed as:

y = r′ + γmax
a′

Q(s′, a′; θ), (9)

where γ is the discount factor. Based on the expected Q-value
y, a gradient of θ can be obtained by:

∆θ = ∇θ(y −Q(s, a; θ))2. (10)

Then the network parameter θ is updated by gradient descent
(Line 14).

IV. EXPERIMENTAL RESULTS

A. Setup

RL-MUL is implemented on a Linux machine with a 2.8 GHz
AMD EPYC CPU and NVIDIA RTX 3090 GPU. We use
EasyMAC [17] for RTL generation. Default adders provided by
the synthesis tool are used for the final adder of the generated
multiplier. The designs are synthesized by OpenROAD flow [18]
with NanGate 45nm Open Cell Library [19]. The number of
constraints in Equation (7) is four, and the weight w is 0.25 to
trade-off area and delay. OpenSTA [20] is utilized to perform
timing analysis. The RL model is implemented with PyTorch.
We set γ to 0.8, ϵ to decay from 0.95 to 0.05, and use RMSProp
optimizer for the training.

B. Multiplier Results

Since 8-bit and 16-bit multipliers are commonly used, we
validate our RL-MUL framework on 8-bit and 16-bit multipli-
ers with both AND-based PPG and modified Booth-encoding
(MBE)-based PPG. The baselines include the Wallace tree [1],
GOMIL [7] (ILP-based), and the simulated annealing (SA)
approach. We train the RL-MUL agent for 3000 steps and run the
SA for the same number of steps. We use the open-source C++
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Fig. 5 Pareto-frontiers of the synthesis results on multipliers. From left to right: 8-bit AND-based; 8-bit MBE-based; 16-bit AND-
based; 16-bit MBE-based
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Fig. 6 Pareto-frontiers of the synthesis results on PE arrays. From left to right: 8-bit AND-based; 8-bit MBE-based; 16-bit AND-
based; 16-bit MBE-based

code provided by GOMIL [7] to get the multiplier structures,
which is also based on NanGate 45nm library.

Synthesizing with different design constraints may generate
different netlists for the same RTL design. We synthesize the
multipliers obtained from RL-MUL and baseline approaches at
target delay ranging from 0.05 ns to 1.2 ns and present the
area-delay curve as shown Fig. 5. We can see the multiplier
obtained by RL-MUL dominates all baseline designs. TABLE I
records the comparison of the minimum area, minimum delay,
and area-delay-balance points on the curves. The multipliers
obtained from RL-MUL have the least area and delay in all
four cases, achieving a maximum reduction of 13.4% on delay
under minimum delay constraint and a maximum area saving of
9.1% under minimum area constraint.

Moreover, we utilize the hypervolume [21] to evaluate the
quality of the Pareto-frontiers, which refers to the volume fenced
by the Pareto-frontier and a reference point in the objective
space, as shown in Fig. 7. The hypervolume comparison is shown
in Fig. 8(a). Multipliers obtained from RL-MUL produce 37.0%
more hypervolume than the GOMIL on average.

We can observe that the margin of improvement over the SA
approach is different in 8-bit and 16-bit cases. GOMIL performs
better than SA in larger bit width, which may imply that the
evolutionary algorithm cannot handle large bit width cases due
to the large design space. Nevertheless, RL-MUL consistently
performs the best in all cases.

C. Implementation in PE Arrays.
To further validate the performance advantage of RL-MUL and
the generated multipliers, we implement the multipliers obtained
from all the approaches into large macros. Processing element
(PE) arrays are typical datapath designs widely used in DNN

Reference point
Pareto-optimal points

Hypervolume
Non-optimal points

Fig. 7 An illustration of hypervolume. In our problem, a larger
hypervolume is better.

accelerators and contain many MAC units. Therefore, we use
different multipliers to implement PE arrays to see whether area
and timing improvement on the PE arrays can still be obtained.
Fig. 6 and Fig. 8(b) show that the multipliers obtained from RL-
MUL still dominate all baselines, achieving an average of 34.9%
more hypervolume than the ILP approach. TABLE II shows that
the RL-MUL can achieve the best performance when synthesis
with all three scenarios.

V. CONCLUSION

In this work, we propose RL-MUL, a multiplier optimization
framework based on reinforcement learning. We propose an RL
agent that learns from the feedback from EDA tools to design
Pareto-optimal multipliers. We demonstrate that RL-MUL can
design multipliers that Pareto-dominate multipliers produced by
existing approaches. In our future work, we plan to extend our
RL-based framework to larger datapath modules.
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