
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS 1

Fat-Tree-Based Optical Interconnection Networks
Under Crosstalk Noise Constraint

Mahdi Nikdast, Student Member, IEEE, Jiang Xu, Member, IEEE, Luan H. K. Duong,
Xiaowen Wu, Student Member, IEEE, Zhehui Wang, Student Member, IEEE,

Xuan Wang, Student Member, IEEE, and Zhe Wang

Abstract— Optical networks-on-chip (ONoCs) have shown the
potential to be substituted for electronic networks-on-chip (NoCs)
to bring substantially higher bandwidth and more efficient
power consumption in both on- and off-chip communication.
However, basic optical devices, which are the key components
in constructing ONoCs, experience inevitable crosstalk noise and
power loss; the crosstalk noise from the basic devices accumulates
in large-scale ONoCs and considerably hurts the signal-to-noise
ratio (SNR) as well as restricts the network scalability. For the
first time, this paper presents a formal system-level analytical
approach to analyze the worst-case crosstalk noise and SNR
in arbitrary fat-tree-based ONoCs. The analyses are performed
hierarchically at the basic optical device level, then at the optical
router level, and finally at the network level. A general 4 × 4
optical router model is considered to enable the proposed method
to be adaptable to fat-tree-based ONoCs using an arbitrary 4×4
optical router. Utilizing the proposed general router model, the
worst-case SNR link candidates in the network are determined.
Moreover, we apply the proposed analyses to a case study of
fat-tree-based ONoCs using an optical turnaround router
(OTAR). Quantitative simulation results indicate low values of
SNR and scalability constraints in large scale fat-tree-based
ONoCs, which is due to the high power of crosstalk noise
and power loss. For instance, in fat-tree-based ONoCs using
the OTAR, when the injection laser power equals 0 dBm, the
crosstalk noise power is higher than the signal power when the
number of processor cores exceeds 128; when it is equal to 256,
the signal power, crosstalk noise power, and SNR are −17.3,
−11.9, and −5.5 dB, respectively.

Index Terms— Optical crosstalk noise, optical interconnection
networks, optical losses, signal-to-noise ratio (SNR), fat-tree-
based optical networks-on-chip (ONoCs).

I. INTRODUCTION

EVER-INCREASING demand for higher computing per-
formance, on one hand, and the rapid advance of the

semiconductor technology roadmap into the deeper Submicron
domain, on the other, have driven the trend of integrating a
large number of processing cores on a single die. To satisfy
the performance requirements needed in the multicore era,
networks-on-chip (NoCs) have been proposed to outperform
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interconnects in the traditional interconnection networks [1].
However, as new applications demand integrating an even
larger number of processing cores on a chip, the metallic
interconnects in NoCs cannot keep pace with such develop-
ments because of their inability to meet the required bandwidth
and latency while efficiently consuming power. Furthermore,
studies have shown the critical role of efficient interconnects in
future multiprocessor systems-on-chip (MPSoCs) [2]. Recent
advances in silicon-based nanotechnology enable the introduc-
tion of optical networks-on-chip (ONoCs) in MPSoCs to offer
ultrahigh bandwidth, lower power dissipation, and latency.

Optical NoCs are based on on-chip optical interconnects and
routers [3]. Optical routers, which play a fundamental role
in on-chip communication in ONoCs, are constructed using
basic photonic devices such as microresonators (MRs) and
waveguide crossings. The number of basic photonic devices
in constructing ONoCs scales with the network size. These
devices, however, suffer from intrinsic, inevitable crosstalk
noise, and power loss due to their imperfection. The intrachan-
nel homodyne crosstalk, when the optical crosstalk noise is at
the same wavelength as the transmitted signal, is of critical
concern because it cannot be removed by filtering [4], [5].
Within the homodyne crosstalk noise, incoherent crosstalk,
whose phase is uncorrelated with the optical signal, introduces
quick power fluctuations, whereas coherent crosstalk, whose
phase is correlated with the optical signal, varies the optical
power of the optical signal [6]–[8]. In this paper, we consider
incoherent crosstalk noise, and, for convenience, we will refer
to it as crosstalk noise in the rest of this paper. In large-scale
ONoCs, the crosstalk noise from photonic devices accumulates
on the optical signal, causes power fluctuations at the receiver
and consequently weakens the signal-to-noise ratio (SNR) and
restricts the network scalability. Hence, to guarantee faultless
and reliable on-chip optical communication, it is vital to be
able to analyze the worst-case crosstalk noise and SNR in
ONoCs.

The fat-tree topology resembles a complete binary tree,
in which more than one interconnect exists between a
node and its parent, resulting in a high throughput that
makes it a promising routing network for multiproces-
sor systems. Fat-tree-based Optical NoCs have been pro-
posed to take advantage of the fat-tree topology to provide
better throughput, power efficiency, and signal latency in
ONoCs [9]. The traditional fat-tree network, also known
as H-tree, has many waveguide crossings, and as the
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network scales, the number of crossings increases, and
accordingly, the power consumption greatly rises. To over-
come such issues, an optimized floorplan of fat-tree-based
ONoCs, considered in this paper, was proposed in [10].
Compared with the traditionally used H-tree floorplan, more
than 87% of crossings are reduced in the optimized floorplan.
Furthermore, the average interconnect length and traversal
distance as well as the maximum interconnect length are effi-
ciently reduced. As a result, optimized fat-tree-based ONoCs
offer better power consumption and throughput.

Considering the formal analytical method developed in [11],
the proposed analytical models at the basic device level can be
used in any topology, while the optical router level analyses are
based on a general 5 × 5 optical router model. Besides this,
the proposed network level analyses can only be applied to
mesh-based ONoCs. The worst-case SNR analysis in a specific
ONoC architecture is highly tied to the architectural properties
of that ONoC; the worst-case statuses (configurations) of the
optical routers in various ONoCs are not the same, necessitat-
ing the development of a specific worst-case SNR analytical
approach for each ONoC architecture. Therefore, fat-tree-
based ONoCs require a unique and novel analytical method at
the router and network levels to realize the worst-case SNR
analyses in such networks. The novel contribution of this paper
is presenting a formal system-level approach to analyze the
worst-case SNR and crosstalk noise in optimized fat-tree-based
ONoCs. Following the same bottom-up strategy as in [11], we
hierarchically start with analyzing the basic photonic devices,
continue with the optical router level analytical models, and
finally propose the worst-case crosstalk noise and SNR models
at the network level.

A general 4 × 4 optical router model, which can be applied
to any 4 × 4 optical router, is considered. The general optical
router model helps the proposed analyses easily adapt to fat-
tree-based ONoCs using an arbitrary 4 × 4 optical router.
Utilizing the proposed general router model and the basic
devices analyses, the worst-case SNR of different longest
optical links are analyzed and compared to find the worst-
case SNR candidates in fat-tree-based ONoCs. We present the
quantitative simulations of the worst-case SNR candidates to
indicate the SNR and crosstalk noise variations under different
numbers of processor cores in fat-tree-based ONoCs. A case
study of fat-tree-based ONoCs using an optical turnaround
router (OTAR), as proposed in [9], is presented. The consid-
ered fat-tree-based ONoC is a hierarchical, multistage network
in which payload data and network control data are both being
transmitted on the same optical network. Moreover, circuit
switching and packet switching are used respectively while
transmitting the payload and network control data. Dynamic
variations of basic photonic devices due to the laser and
thermal noise as well as fabrication variations can affect the
SNR analyses; nevertheless, they are not considered in this
paper. We assume the use of an on-chip vertical cavity surface
emitting laser (VCSEL) as the laser source.

The rest of this paper is organized as follows. Section II
summarizes some of the related works discussing the crosstalk
noise issue at the device and network levels in ONoCs.
Section III describes the basic photonic devices’ analytical

models and the general 4 × 4 optical router model. In
Section IV, the analytical models at the device and router levels
are utilized to analyze and determine the worst-case SNR link
candidates in fat-tree-based ONoCs. Moreover, the quantitative
simulations of the worst-case SNR candidates are described in
this section. We apply the proposed analyses to a case study of
fat-tree-based ONoCs using an OTAR in Section V. Section VI
concludes our paper.

II. SUMMARY OF RELATED WORKS

Some efforts have been made to alleviate the crosstalk
noise and power loss issues in basic photonic devices.
Zhang et al. [12] demonstrated a waveguide crossing for
Submicron silicon waveguides with an average insertion
loss of 0.18 ± 0.03 dB and crosstalk of 41 ± 2 dB.
Tsarev et al. [13] introduced an efficient silicon wire
waveguide crossing by means of vertical coupling of tapered
Si wire with an upper polymer wide strip waveguide through
a silica buffer to provide 98% efficiency for through pass
and 99.9% efficiency for cross pass, as well as a negligible
back reflection of −50 dB and crosstalk noise of −70 dB.
Ding et al. [14] proposed a waveguide crossing mecha-
nism based on impedance matched metamaterials with large
absolute values of negative refractive indexes and obtained
a very low insertion loss and crosstalk noise of −0.04 and
−40 dB, respectively. Xia et al. [15] demonstrated com-
pact, photonic-wire-based coupled resonator optical waveguide
structures, including up to 16 racetrack resonators on a silicon-
on-insulator (SOI) substrate and indicated a drop port loss of
less than 3 dB. In [16], the same group presented ultracompact
fifth-order ring resonator optical filters based on Submicron
silicon photonic wires. Li et al. [17] designed and fabricated
a compact third-order coupled-resonator filter on the SOI plat-
form with focused application for on-chip optical interconnects
and obtained a drop port loss of less than 0.5 dB, an in-band
throughput-port extinction of 12 dB and an out-of-band drop
rejection of 18 dB.

In addition to the aforementioned works, there are a num-
ber of research works exploring the crosstalk noise issue
in on-chip interconnection networks at the network level.
Xie et al. [18] analyzed the worst-case crosstalk noise and
SNR in mesh-based ONoCs using an optimized optical cross-
bar router and introduced a novel compact optical router, called
Crux, to outperform the SNR in ONoCs. In the same work,
it was proved that the worst-case SNR link in mesh-based
ONoCs is not the longest optical link, which suffers from the
maximum power loss in the network. Analytical, formal meth-
ods to analyze the worst-case signal power, crosstalk noise
power, and SNR in arbitrary mesh-based and folded-torus-
based ONoCs were proposed in [11] and [19]. Chan et al. [20]
described a methodology for modeling and analyzing optical
interconnection networks at both the physical- and system-
level. In [21], Ding et al. presented GLOW, a hybrid global
router, to provide low power optoelectronic interconnect syn-
thesis while considering thermal reliability and various physi-
cal design constraints such as optical power, delay and signal
quality. Lin et al. [22] developed an analytical model to
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Fig. 1. (a) and (b) Waveguide crossing. (c) and (d) Parallel switching element
in the OFF state, and (e) and (f) in the ON state.

characterize the crosstalk noise level in a microring-based
optical interconnection network.

III. CROSSTALK NOISE IN BASIC PHOTONIC

DEVICES AND OPTICAL ROUTERS

Basic photonic devices are widely employed to construct
optical routers and ONoCs. Among such devices, waveguides
and microresonators form different types of optical elements,
including waveguide crossings, waveguide bendings, and basic
optical switching elements (BOSEs). The costly multilayer
fabrication process and the need for compact optical routers
necessitate integrating these devices on a single silicon layer.
As a result, due to the mode coupling in the optical signals,
such devices transmit optical signals while imposing power
loss and crosstalk noise. For instance, in a waveguide crossing,
which consists of two orthogonal waveguides [see Fig. 1(a)],
optical modes propagate with insertion loss from the input port
to the output port out1, whereas a portion of the optical power
propagates to the other output ports, out2 and out3. Fig. 2(a)
shows the insertion loss and crosstalk noise in a typical
waveguide crossing as a function of the wavelength [23].
As can be seen from the figure, the minimum insertion loss
of 0.17 dB is roughly at the wavelength of 1560 nm, whereas
at the same wavelength the crosstalk noise is almost equal to
−43 dB.

Using waveguides and microresonators, two types of 1 × 2
basic optical switching elements can be designed, including
parallel switching elements (PSEs), Fig. 1(c)–(f), and crossing
switching elements (CSEs), Fig. 3. BOSEs can use either an
active or passive microresonator-based switching. In the active
microresonator-based switching, considered in this paper, MRs
can be switched on by applying an electrical voltage to the

Fig. 2. Power loss and crosstalk noise in a waveguide crossing and an active
parallel switching element. (a) Waveguide crossing [23]. (b) Active parallel
switching element [24].

Fig. 3. Crossing switching element in (a) OFF state and (b) ON state.

p-n contacts surrounding the ring. Considering the passive
microresonator-based switching, the equivalence (difference)
between the resonance frequency of the MR and the mod-
ulation frequency of the optical signal determines the ON

(the OFF) state of the MR. When an optical signal enters
the input port of a PSE in the OFF state, it propagates with
some passing power loss from the input port to the through
port, while a portion of the optical power goes to the drop
port as crosstalk noise. However, in the ON state, the optical
signal turns from the input port to the drop port with some
power loss, while creating crosstalk noise on the through port.
Fig. 2(b) shows the function of an active PSE, in which the
3 dB pass band is measured to be roughly 0.4 nm [24].
According to this figure, when the MR is turned on, for
example, at the wavelength of 1554 nm, the optical power at
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TABLE I

NOTATIONS FOR POWER LOSSES AND CROSSTALK COEFFICIENTS

the drop port is almost −7 dBm, while it is roughly equal to
−28 dBm at the through port. By contrast, during the OFF

state, the optical power at the drop and through ports are
roughly equal to −29 dBm and −6 dBm, respectively.

In this section, we systematically model the power loss
and crosstalk noise in waveguide crossings, PSEs and CSEs.
Moreover, we present a general 4 × 4 optical router model
to analyze crosstalk noise, power loss, and SNR in optical
routers. Table I lists the notations of the power losses and
crosstalk coefficients used in the proposed analytical models in
this paper. In this table, L corresponds to different power loss
values and X indicates different crosstalk noise coefficients.
Since the values of crosstalk coefficients are very small
numbers, we ignore orders of crosstalk noise higher than the
first-order; Xi X j or X2

i are ignored. We consider the use of a
single optical wavelength in this paper.

A. Analytical Models for Photonic Elements

The waveguide crossing is shown in Fig. 1(a). It consists of
an input port and three output ports, which are out1, out2, and
out3. Given Pin as the input power at the input port, we model
the crossing loss from the input port to the out1 output port
and the generated crosstalk noise at the out2 and out3 output
ports in (1a) and (1b), respectively. In these equations, Pout1,
Pout2, and Pout3, respectively, indicate the output powers at the
out1, out2, and out3 output ports

Pout1 = Lc Pin (1a)

Pout2 = Pout3 = Xc Pin. (1b)

The parallel switching element, shown in Fig. 1(c)–(f), is
a structure consisting of a miroresonator located between two
parallel waveguides. The PSE can be either in the ON or the
OFF state. An optical signal with a wavelength different from
the resonant frequency of the microresonator (the OFF state)
will pass the ring toward the through port, as in Fig. 1(c). By
contrast, when the switch is turned on, as in Fig. 1(e), the
optical signal will couple into the ring and be directed to the
drop port (the ON state). The passing loss and the crosstalk
noise at the through and drop ports of the PSE in the OFF state
are calculated in (2a) and (2b), respectively. Moreover, when
the PSE is in the ON state, (3a) calculates the crosstalk noise

at the through port, while (3b) calculates the drop loss of the
PSE. In these equations, PT is the output power at the through
port and and PD is the output power at the drop port

PT pse,off = L p0 Pin (2a)

PDpse,off = X p0 Pin (2b)

PT pse,on = X p1 Pin (3a)

PDpse,on = L p1 Pin. (3b)

Fig. 1(b), (d), and (f) show the interference between two
optical signals, from different power sources, while they are
passing the same waveguide crossing or parallel switching
element. As the figures show, the crosstalk noise from the
optical signal S1 (S2) mixes with the optical signal S2 (S1)
at the S2out (S1out) output port. Such interferences occur in
optical routers when two, or more than two, optical signals
simultaneously pass through the same optical router and mix
with each other.

The crossing switching element, shown in Fig. 3, consists
of a waveguide crossing and a microresonator placed next to
the intersection of the crossing. The power loss and crosstalk
noise analytical models of the CSE can be derived based
on the PSE and the waveguide crossing. Considering the
proposed analytical models of the PSE in the OFF state and
the waveguide crossing, the output powers at the through
port, PT , the drop port, PD , and the add port, PA , of the
CSE in the OFF state, as shown in Fig. 3(a), are calculated
in (4a)–(4c), respectively. When the CSE is in the ON state,
as shown in Fig. 3(b), the output powers can be calculated
using the analytical models of the PSE in the ON state and
the waveguide crossing as described in (5a) and (5b). As
mentioned previously, the crosstalk noise at the add port in the
ON state is ignored since we consider the first-order incoherent
crosstalk noise. When the CSE is in the OFF state, as indicated
in Fig. 3(a), the power loss at the through port, Lc0, includes
the passing loss caused by the MR and the crossing loss from
the waveguide crossing, as described in (4a). Using the same
principles, the power loss and crosstalk noise sources in these
equations can be explained. Utilizing the proposed models for
the basic elements, we model the insertion loss and crosstalk
noise in optical routers

PT cse,off = Lc0 Pin = (L p0 Lc)Pin (4a)

PDcse,off = (
X p0 + L2

p0 Xc
)
Pin (4b)

PAcse,off = Xc L p0 Pin (4c)

PT cse,on = X p1 Lc Pin (5a)

PDcse,on = Lc1 Pin = (L p1)Pin. (5b)

B. Analytical Models for the General 4 × 4 Optical Router

Optical routers are constructed using BOSEs, waveguide
crossings, waveguide bendings, and optical terminators, which
are used to keep the light from reflecting back on the trans-
mission line. Fat-tree-based ONoCs use 4 × 4 optical routers,
where each optical router is connected to four neighboring
routers through bidirectional channels. We present a general
4 × 4 optical router model, which can be applied to any
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Fig. 4. General 4×4 optical router model proposed for fat-tree-based ONoCs
and a status definition in this model. Solid red line: the considered optical
signal. Dotted green line: the interfering optical signal. (a) General router
model. (b) Router’s status example.

other 4 × 4 optical routers. This way, the proposed analyses
at the router and network levels can be adapted to fat-tree-
based ONoCs using an arbitrary 4 ×4 optical router. Fig. 4(a)
shows the general optical router model. It has four input
and four output ports, which are named as P in\out

prtnum
in which

the subscript prtnum is the port number and is equal to 0
for the upper-left port, 1 for the upper-right port, 2 for the
lower-right port, and 3 for the lower-left port. Moreover, the
superscript in is used when the port is an input port, while
out indicates that the port is an output port. The proposed
general router model is based on the optical turnaround routing
algorithm. In this routing algorithm, a packet climbs the fat-
tree network either upward or downward until it reaches the
common ancestor router of the source and the destination
of the packet; then, the packet is routed in the opposite
direction toward the destination. Turnaround routing is a
minimal path adaptive routing algorithm with low-complexity
and is free of deadlock and livelock, while not using any
global information. The turnaround transmission can occur
only between the lower-left and the lower-right ports and vice
versa.

The insertion loss of an optical signal traveling from the
ith input port toward the jth output port in the optical router
R(x, l) is calculated in (6). The insertion loss accounts for the
switching loss SL i, j , which is the power loss caused by the
switching elements (PSEs and CSEs) as well as the waveguide
crossings and bendings, and the propagation loss L

Wl i, j
p inside

the optical router. In this equation, Wl i, j is the waveguide’s
length between the ith input port and the jth output port, while
L p , as listed in Table I, is the propagation loss. k is the number
of processor cores

Li, j (x, l) =

⎧
⎪⎨

⎪⎩

SL i, j (x, l)L
Wl i, j (x,l)+2Hl
p destination

SL i, j (x, l)L
Wl i, j (x,l)+Hl
p otherwise

i, j ∈{0, . . . , 3}, x ∈
{
1, . . . ,

k

2

}
, l ∈ {1, . . . , log2 k − 1}. (6)

Fig. 5. Optimized fat-tree floorplan proposed in [10].

The propagation loss at the network level is considered in
the proposed router model. Considering the waveguide, whose
length is Hl , that connects the optical router R(x, l) to a
neighboring router or a processor core, we add the propagation
loss of either L Hl

p , when the current optical router is not the
destination, or L2Hl

p , when the current router is the destination,
to the propagation loss analysis at the router level, as described
in (6). In the optimized floorplan of fat-tree-based ONoCs,
Hl can be approximated using (7). In this equation, S is the
chip size in cm2, while R and C are the number of processor
cores located, respectively, in a row and a column of the
optimized floorplan of fat-tree-based ONoCs (see Fig. 5)

Hl ∼=
√

S

R × C
. (7)

The worst-case crosstalk noise analysis at the destination
of an optical link is a result of considering the worst-case
configurations of the optical routers on that link at the network
level. Therefore, we define the router status for optical routers
to determine the router’s configuration while optical signals
passing the optical router. In this paper, the optical signal
which we study the crosstalk noise at its output is called
the considered optical signal, while the optical signal which
introduces crosstalk noise to the considered optical signal
is called the interfering optical signal. With the turnaround
routing algorithm, the router status is defined in (8), in which
the considered optical signal is travelling from the ith input
port toward the jth output port and the other optical signals
are interfering with the considered optical signal. In this
equation, I in

ul , I in
ur , I in

lr , and I in
ll are the input ports associated

with the output ports I out
0 , I out

1 , I out
2 , and I out

3 , respectively.
−1 shows that the output port is free. By way of example, as
shown in Fig. 4(b), s0,2(x, l)(I in−1, I in

3 , I in
0 , I in−1) indicates that

the considered optical signal is traveling from the upper-left
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input port toward the lower-right output port, i = 0, j = 2, and
lr = 0, while there is another interfering optical signal from
another optical power source that is traveling from the lower-
left input port toward the upper-right output port, ur = 3, and
mixes with the considered optical signal, introducing crosstalk
noise to it in the optical router R(x, l). Furthermore, it shows
that no signal exists at the output ports of the upper-left and
lower-left ports, ul = ll = −1

si, j (x, l) = (I in
ul , I in

ur , I in
lr , I in

ll )

ul ∈ {−1, 2, 3}
ur ∈ {−1, 2, 3}
lr ∈ {−1, 0, 1, 3}
ll ∈ {−1, 0, 1, 2}

i, j ∈ {0, . . . , 3}
x ∈

{
1, . . . ,

k

2

}

l ∈ {1, . . . , log2 k − 1}. (8)

When an optical signal with a power of P in
i (x, l) enters

the ith input port of the optical router R(x, l), the output
power Pout

i, j (x, l) at the j output port of the optical router
can be calculated using (9). Li, j (x, l), as defined in (6), is
the insertion loss of the optical signal in the optical router
R(x, l). For example, using (9) and based on Fig. 4(b), the
optical power at the lower-right output port is Pout

0,2 = P in
0 L0,2,

in which P in
0 is the optical power at the upper-left input port

and L0,2 is the insertion loss from the upper-left input port
toward the lower-right output port

Pout
i, j (x, y) = P in

i (x, l)Li, j (x, l)

i, j ∈ {0, . . . , 3}
x ∈

{
1, . . . ,

k

2

}

l ∈ {1, . . . , log2 k − 1}. (9)

Considering the optical router R(x, l) and its current status
si, j (x, l), the crosstalk noise ni, j (x, l, si, j (x, l)) added to the
considered optical signal traveling from the ith input port to
the jth output port is calculated in (10). In this equation,
P in

m (x, l) is the optical power of the interfering optical signal,
which mixes with the considered optical signal through the
mth input port, and Xi, j,m (si, j (x, l)) is the the coefficient
for the crosstalk noise introduced by the interfering optical
signal to the considered optical signal in the router R(x, l).
For instance, applying this equation to Fig. 4(b), the crosstalk
noise added to the considered optical signal can be defined as
n0,2 = P in

3 X0,2,3, where P in
3 is the power of the interfering

optical signal at the Lower-left input port and X0,2,3 is the
coefficient for crosstalk noise introduced to the considered
optical signal. According to Fig. 4(b), it is obvious that
X0,2,0 = X0,2,1 = X0,2,2 = 0

ni, j (x, l, si, j (x, l)) =
3∑

m=0

(
P in

m (x, l)Xi, j,m (si, j (x, l))
)

i, j ∈ {0, . . . , 3}
x ∈ {1, . . . ,

k

2
}

l ∈ {1, . . . , log2 k − 1}. (10)

SNR determines the feasibility of ONoCs. It can be defined
as the ratio of the signal power to the power of the crosstalk
noise corrupting the signal, as described in (11), in which PS

is the optical signal power and PN is the crosstalk noise power

SNR = 10 log

(
PS

PN

)
. (11)

IV. WORST-CASE SNR ANALYSIS IN

FAT-TREE-BASED ONOCS

The floorplan and the topology of the optimized fat-tree-
based ONoCs are shown in Figs. 5 and 7, respectively. The
topology comprises an upper and a lower subnetwork. Optical
routers at different levels are the same, but are illustrated
in different colors to facilitate the matching between the
floorplan and the topology. It is worth mentioning that the
optical routers in the lower subnetwork are flipped over so
that the upper-left and the upper-right ports are now directed
downward, while the other two ports, lower-left and lower-
right, are directed upward in the lower subnetwork. The
optical links in the floorplan are all bidirectional, but are
merged as a single link. Some parameters in fat-tree-based
ONoCs are predefined for convenience while analyzing the
SNR. Regarding Figs. 5 and 7, when the number of processor
cores is equal to k, the number of possible levels in fat-tree-
based ONoCs, level, is calculated in (12). We assume that
the processor cores are located at level zero. The maximum
number of waveguide crossings between level l-1 and level l,
Wmax[l − 1 : l], is calculated in (13), while the minimum
number of waveguide crossings between any two levels is
always equal to zero, as mentioned in (14). Using (13), the
maximum number of waveguide crossings between level l1
and level l2, Wmax[l1 : l2], can be defined as (15). According
to (14) and (15), the average number of waveguide crossings
between levels l1 and l2, Wavg[l1 : l2], is calculated in (16). It is
assumed that there are two waveguide bendings between every
two optical routers in the floorplan of fat-tree-based ONoCs,
while each processor core is connected to a first-level optical
router with a single waveguide bending. Hence, the number
of waveguide bendings from a processor core to the optical
router located at level l, Bn[0, l], can be calculated as (17).
In all the equations, we have l2 > l1 as well as l1 > 0 and
l > 0

level = log2 k − 1 (12)

Wmax[l − 1 : l] = 2l−1 − 2 (13)

Wmin[l1 : l2] = 0 (14)

Wmax[l1 : l2] =
l2∑

i=l1+1

(
2i−1 − 2

)
(15)

Wavg[l1 : l2] = 1

2

( l2∑

i=l1+1

(
2i−1 − 2

)
)

(16)

Bn[0 : l] = 2l − 1. (17)

By means of the proposed analytical models for the basic
photonic devices and the general optical router model, we
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analyze the worst-case SNR in fat-tree-based ONoCs. To find
and analyze the worst-case SNR link in fat-tree-based ONoCs,
some steps are carried out: 1) we present the worst-case
crosstalk noise patterns employed to find and analyze the
worst-case SNR link in fat-tree-based ONoCs; 2) using the
proposed worst-case crosstalk noise patterns, the optical links
having the worst-case SNR compared with the other links of
the same length or hop-length are found; and 3) the worst-
case SNR of different longest optical links are analyzed and
compared to find the worst-case SNR link candidates. It is
worth mentioning that throughout steps one to three, we
consider all the possible communication paths as well as traffic
allocations and dynamic workloads in the network to find
and analyze the worst-case SNR link. The analyses at the
device and optical router levels can be applied to other ONoC
architectures as long as a 4 × 4 optical router is used.

A. Worst-Case Crosstalk Noise Patterns in
Fat-Tree-Based ONoCs

We start the worst-case crosstalk noise analyses in fat-
tree-based ONoCs by presenting some assumptions. Firstly,
the insertion loss from the ith input port to the jth output
port is unique among different optical routers in different
locations. Hence, Li, j (x, l) is simplified as Li, j , which is the
insertion loss from the ith input port toward the jth output port
regardless of the optical router location, as shown in (18). The
second assumption is that the injecting laser power at different
processor cores, while generating the optical signal, is the
same and consistent. Finally, (19) explains the last assumption.
In this equation, in is the input port which is connected
to a processor core at level one. As mentioned previously,
the proposed analyses consider the first-order crosstalk noise,
as shown in (20)

Li, j (x0, l0) = Li, j (x1, l1) = Li, j

x0, x1 ∈
{

1, . . . ,
k

4

}
, l0, l1 ∈ {1, . . . , log2 k−1}

i, j ∈ {0, . . . , 3} (18)

L in, j0 ≥ L in, j1 L( j1+1)mod3+1, j0

j0, j1 ∈ {0, . . . , 3} (19)

Xi0, j0,m0 Xi1, j1,m1 ≈ 0

i0, j0, m0, i1, j1, m1 ∈ {0, . . . , 3}. (20)

The worst-case crosstalk noise patterns are presented to
help find and analyze the worst-case SNR among optical links
with the same hop length, but different paths, in fat-tree-based
ONoCs. Fig. 6 shows 10 different worst-case crosstalk noise
patterns, while each pattern shows the general optical router
R(x, l) under its worst-case status wsi, j (x, l). The worst-case
crosstalk noise patterns can be used to realize different traffic
allocations and dynamic loads in the network. Utilizing (10)

for each pattern, we define ni, j,m (x, l, wsi, j (x, l)) as the
worst-case crosstalk noise caused by the interfering optical
signal through the mth input port, which is added to the
considered optical signal travelling from the ith input port
toward the jth output port in the optical router R(x, l) under
the worst-case status wsi, j (x, l). Without loss of generality,
due to the symmetric structure of optical routers, to simplify
the resultant equations we assume that the insertion loss
between different input and output pairs is the same, Li, j = L.
When the interfering optical signals mix with the considered
optical signal through one of the upper input ports, m = 0
or m = 1, (21), shown at the bottom of the page, calculates
the resulting crosstalk noise power received at the output port
of the optical router. Furthermore, (22), shown at the bottom
of the page, defines the crosstalk noise power caused by the
interfering optical signals through one of the lower input ports,
m = 2 or m = 3. In these equations, Xi, j,m is the crosstalk
noise coefficient, while the terms before that correspond to
the signal power of the interfering optical signal [P in

m in (10)].
Pin is the injection power at the source processor core. For
example, in Fig. 6(a), the considered optical signal, travelling
from the upper-left input port, i = 0, toward the lower-right
output port, j = 2, is interfered with the other optical signals
through the upper-right, lower-right, and lower-left input ports.
The power of the crosstalk noise at the output port of the
considered optical signal in Fig. 6(a) is shown in (23)

n0,2,m(x, l, ws0,2(x, l))

= Pin Ll+1 L Bn[0:l+2]
b L

Wavg[2:l+1]+Wavg[l:l+1]
c X0,2,1

+
(

Pin Ll−1 L Bn[0:l]
b L

Wavg[2:l]
c

)
(X0,2,2 + X0,2,3). (23)

B. Determining the Worst-Case SNR Link Among Links
of the Same Length

To find the worst-case SNR link candidates, two major
conditions need to be simultaneously considered. The worst-
case SNR link should suffer from high power loss, and, at
the same time, the accumulated crosstalk noise on this link
and received at its destination should be the worst-case. The
crosstalk noise is introduced by both the optical signal on
the worst-case SNR link and the optical signals, whose wave-
lengths are the same as the considered optical signal, on the
other links crossing the worst-case SNR link through optical
routers. Considering the aforementioned conditions, different
longest optical links are appropriate candidates to be the
worst-case SNR link because while they are passing through
a large number of optical routers, not only do they suffer
from high power loss, but they also simultaneously experience
high crosstalk noise. However, the number of different longest
optical links is not a consistent small number; in fat-tree-based

ni, j,0|1(x, l, wsi, j (x, l)) =
{

Pin Ll+1 L Bn[0:l+2]
b L

Wavg[2:l+1]+Wavg[l:l+1]
c Xi, j,0|1 l �= log2 k − 1

Pin Ll L Bn[0:l+1]
b L

Wavg[2:l]
c Xi, j,0|1 l = log2 k − 1

(21)

ni, j,2|3(x, l, wsi, j (x, l)) = Pin Ll−1 L Bn[0:l]
b L

Wavg[2:l]
c Xi, j,2|3 (22)
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Fig. 6. Worst-case crosstalk noise patterns proposed to analyze the worst-case
SNR in fat-tree-based ONoCs.

ONoCs k2(log2 k−2) longest optical links exist in the network.
In this subsection, we analytically find the worst-case SNR link
among optical links of equal hop-length, but different paths.
The longest optical link is considered as an example in this
subsection.

Fig. 7 shows two longest optical links, in which the solid
line shows the worst-case power loss optical link, referred to
as optical link a, while the dashed line is the optical link
suffering from the least power loss, referred to as optical
link b, in the network. Applying the proposed crosstalk noise
patterns to these longest optical links, both optical links
experience the same amount of crosstalk noise accumulated
at different optical routers along their paths. However, since
the optical link a suffers from higher power loss compared
with the optical link b, the crosstalk noise power received at
the destination of the former optical link is lower. In other
words, the crosstalk noise power received at the destination
of the link a is the lowest among all the longest optical
links, while the crosstalk noise received at the destination of
the optical link b is the highest. Therefore, the SNR of the
longest optical links is bounded by the SNR of the optical
links a and b, as we will prove shortly. It is worth mentioning
that there are six other longest optical links with the same
characteristics as those shown in the figure, which will lead
us to the same analyses and conclusions proposed in this
section.

The power loss of the optical link a, La
2,k−2, is calculated

in (24), while (25) shows the power loss of the optical
link b, Lb

(k/2−1),(k/2+3). In these equations, La|b
c0,c1 is the power

loss from the processor core c0 to the processor core c1.
Considering (14), it can be seen that Wmin[2 : log2 k −1] = 0.
Based on the SNR definition in (11), the SNR of the optical
link a is defined in (26), while (27) is used to calculate the

Fig. 7. Worst-case power loss and the best-case power loss longest optical
links in fat-tree-based ONoCs.

SNR of the optical link b

La
2,k−2 = L2 log2 k−2 L

2Bn[0:log2 k−1]+2
b L

2Wmax[2:log2 k−1]
c

(24)

Lb
k
2 −1, k

2 +3
= L2 log2 k−2 L

2Bn[0:log2 k−1]+2
b L

2Wmin[2:log2 k−1]
c

(25)

SNRa
2,k−2 = 10 log

(
Pin La

2,k−2

Fa(L, Lb, Lc).Na
i, j

)

where

Na
i, j = [

Na
3,1, Na

0,2,
(
Na

0,3 = Na
1,3

)]
(26)

SNRb
k
2 −1, k

2 +3
= 10 log

⎛

⎝
Pin Lb

k
2 −1, k

2 +3

Fb(L, Lb, Lc).Nb
i, j

⎞

⎠

where

Nb
i, j = [(

Nb
2,0 = Nb

2,1

)
, Nb

1,3, Nb
0,2

]
. (27)

In these equations, Fa|b(L, Lb, Lc) is the power loss function
associated with the crosstalk noise received at the destination
of the optical link a or the optical link b. Furthermore, Na|b

i, j is
the crosstalk noise from different optical routers on the optical
link a or b. Fa|b(L, Lb, Lc) and Na|b

i, j are calculated in Appen-
dix. Pin is the injection power at the source processor core. The
received crosstalk noise power at the destination of the optical
link a or b can be obtained using Fa|b(L, Lb, Lc).N

a|b
i, j . Since

crosstalk coefficients are very small numbers, we assume that
different coefficients are similar and are equal to the arithmetic
mean of all the crosstalk noise coefficients, as Xi, j,m = X̄ .
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Regarding the optical link a and (39) in the Appendix, Na
i, j

should be defined as Na
i, j = [Na

3,1, Na
0,2, Na

0,3, Na
1,3]. However,

since Na
0,3 = Na

1,3, Na
i, j is simplified as shown in (26).

Similarly, Nb
i, j is simplified as indicated in (27).

The SNR equations of the optical links a and b are
compared in (28). With (21) and (22), it can be con-
cluded that Na

i, j = Nb
i, j . Furthermore, La

2,k−2/Lb
(k/2−1),(k/2+3)

can be simplified as L
2Wmax[2:log2 k−1]
c using the power

loss definitions in (24) and (25). Eventually, according
to (41) and (42) (see Appendix), it can be seen that
L

2Wmax[2:log2 k−1]
c Fb(L, Lb, Lc) < Fa(L, Lb, Lc), which leads

to the conclusion drawn in (28)

SNRa
2,k−2

SNRb
k
2 −1, k

2 +3

= La
2,k−2 Fb(L, Lb, Lc)

Lb
k
2 −1, k

2 +3
Fa(L, Lb, Lc)

⇔ L
2Wmax[2:log2 k−1]
c Fb(L, Lb, Lc)

Fa(L, Lb, Lc)
< 1. (28)

The conclusion made in (28) can be applied to any other
longest optical link, let’s say the optical link ran, whose
power loss is neither the worst nor the best. This con-
clusion is valid since for the optical link ran, Na

i, j =
Nb

i, j = N ran
i, j . Moreover, for the power loss of the

optical link ran, we always have La
2,k−2 ≤ Lran

c0,c1
≤

Lb
(k/2−1),(k/2+3). Therefore, given the number of waveguide

crossings met by the optical link ran as Lran
c , one can

easily come to the conclusion that Lran
c Fb(L, Lb, Lc) ≤

F ran(L, Lb, Lc), which leads to SNRran ≤ SNRb
(k/2−1),(k/2+3),

and L
2Wmax[2:log2 k−1]
c F ran(L, Lb, Lc) ≤ Lran

c Fa(L, Lb, Lc),
which leads to SNRa

2,k−2 ≤ SNRran, resulting in (29)

SNRa
2,k−2 ≤ SNRran

c0,c1
≤ SNRb

k
2 −1, k

2 +3
. (29)

We have proven that among the optical links of the same hop-
length, but different paths, the one which suffers from the
highest power loss has the worst-case SNR, while the optical
link with the least power loss has the best-case SNR in fat-tree-
based ONoCs. This finding is used to analyze the worst-case
SNR of different longest optical links in the next subsection.

C. Worst-Case SNR Analysis of Different Longest Links

The total number of second longest optical links in fat-tree-
based ONoCs is equal to k2log2 k−3. Applying the conclusion
drawn in the previous subsection, those second longest links
with the highest power loss have the worst SNR. There are
sixteen links among the second longest links which have the
maximum power loss, and hence the worst SNR, compared
with the others, and four of them are depicted as an example
in Fig. 8. Analyzing the SNR of the second longest link, we
select the optical link between the processor cores c0 = 2 and
c1 = k/4+2 as an example. The analyses for the other fifteen
optical links follow the same principle.

The power loss imposed on the second longest optical link
is defined in (30). Utilizing the proposed worst-case crosstalk
noise patterns in Fig. 6, we analyze the worst-case crosstalk
noise accumulated on the second longest optical link in the

Fig. 8. Four of the worst-case SNR second longest optical links in fat-tree-
based ONoCs.

Appendix

L
′
2, k

4 +2

= L2 log2 k−3 L
2Bn[0:log2 k−1]
b L

Wmax[2:log2 k−1]+Wmax[2:log2 k−2]
c

(30)

SNR
′
2, k

4 +2
= 10 log

⎛

⎝
Pin L

′
2, k

4 +2

F ′
(L, Lb, Lc).N

′
i, j

⎞

⎠

where

N
′
i, j = [N

′
3,1, N

′
3,2, N

′
1,3] (31)

Using (11), (30), and (43) in the Appendix, the worst-case
SNR at the destination of the second longest optical link is
calculated in (31). In this equation, F

′
(L, Lb, Lc).N

′
i, j , in

which F
′
(L, Lb, Lc) is the power loss function associated

with the accumulated crosstalk noise on the second longest
optical link, N

′
i, j , is the received crosstalk noise power at the

destination of the link. F
′
(L, Lb, Lc) and N

′
i, j are defined in

the Appendix.
Comparing the SNR of the first longest link with that of the

second longest link, we define the auxiliary parameters α1 to
α4 as shown in

α1 = L log2 k−1 L
Bn[0:log2 k−1]+2
b L

Wmax[2:log2 k−1]
c (32a)

α2 = f a
1 − α1 (32b)

α3 = L log2 k−2 L
Bn[0:log2 k−1]
b L

Wmax[2:log2 k−1]
c (32c)

α4 = ( f a
2 + f a

3 ) − α3. (32d)
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Fig. 9. Worst-case SNR, signal power, and crosstalk noise power in fat-tree-based ONoCs using an arbitrary 4 × 4 optical router. (a) X̄ = −5 dB.
(b) X̄ =−30 dB. (c) X̄ = −5 dB. (d) X̄ = −30 dB.

Simplifying the SNR equations of the first and the second
longest links, we apply the above parameters to their SNR
equations as shown in (33) and (34) at the bottom of the
page, respectively. In the former equation, the SNR of the
first longest optical link is further simplified with Na

0,2 = Na
0,3.

According to (21) and (22), it can be seen that Na
3,1 = N

′
3,1,

Na
0,2 > N

′
3,2 and Na

0,2 = N
′
1,3. Furthermore, the relationship

between the power loss of the first longest link, shown in (24),
and the second longest link, defined in (30), can be considered
as (35)

La
2,k−2

L
′
2, k

4 +2

= L L2
b L2log2 k−2−2

c . (35)

Utilizing the above relations and simplifications, we prove that
the SNR of the first longest optical link is smaller than that

of the second longest link, as described in (36)

SNRa
2,k−2 < SNR

′
2, k

4 +2
⇔ α2 N

′
3,1 + α3 L L2

b N
′
3,2

+ α4L L2
b L2log2 k−2−2

c N
′
1,3

< α1 Na
3,1 + α2 Na

3,1 + α3 Na
0,2 + α4 Na

0,2. (36)

Comparing the SNR of the optical links shorter than the
second longest link results in the conclusion that the SNR of
those links reduces as the link’s hop-length decreases. In other
words, the SNR of those optical links depends only on the
power loss of the link; the shorter the optical link, the better
the SNR is. Therefore, according to the conclusion drawn in
(36), we have demonstrated that the worst-case SNR link in
fat-tree-based ONoCs using an arbitrary 4×4 optical router is
one of the four longest optical links, among the total number
of k2(log2 k−2) possible longest optical links, which suffer from

SNRa
2,k−2 = 10 log

(
Pin La

2,k−2

α1 Na
3,1 + α2 Na

3,1 + α3 Na
0,2 + α4 Na

0,2

)

(33)

SNR
′
2, k

4 +2
= 10 log

⎛

⎝
Pin L

′
2, k

4 +2

α2 L−1 L−2
b L2−2log2 k−2

c N
′
3,1 + α3 L2−2log2 k−2

c N
′
3,2 + α4 N

′
1,3

⎞

⎠ (34)
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Fig. 10. Worst-case SNR link in fat-tree-based ONoCs using the OTAR.

the highest power loss in the network. Since the proposed
analyses are not aimed at a specific SNR, they are applicable
to fat-tree-based ONoCs using different photodetectors with a
variety of sensitivities.

The worst-case SNR in fat-tree-based ONoCs was quan-
titatively simulated in MATLAB based on (26) under two
different arithmetic mean values of the crosstalk coefficient,
X̄ , as shown in Fig. 9(a), where X̄ = −5 dB, and Fig. 9(b),
where X̄ = −30 dB. The z-axis is reversed to better show the
results. According to these figures, the SNR slightly decreases
as the loss value L increases, while it exponentially diminishes
with an increase in the number of processor cores, k. When
the number of processor cores increases, the worst-case SNR
link passes through more optical routers, resulting in higher

power loss and accumulating more crosstalk noise power, and
hence worse SNR. However, given a fixed value of k, the
increase in L attenuates both the signal power and crosstalk
noise power, resulting in a slight variation in the SNR. Even
when 5 ≤ k ≤ 8, the high power loss and crosstalk noise
power result in a low SNR. Another important observation is
the substantial reduction of the SNR when X̄ increases. In
Fig. 9(a), for example, the SNR is markedly lower compared
with Fig. 9(b), in which X̄ is −30 dB. The reason is that
when X̄ is higher, more crosstalk noise will be accumulated
on the worst-case link, which ultimately increases the crosstalk
noise power received at the destination of the worst-case SNR
link. The quantitative simulations of the worst-case signal
power and crosstalk noise power in fat-tree-based ONoCs are
illustrated in Fig. 9(c), where X̄ = −5 dB, and Fig. 9(d), where
X̄ = −30 dB. According to these figures and (24), the signal
power reduces exponentially when the number of processor
cores increases, while it decreases slightly when the loss value
L rises. However, there is a small reduction in the crosstalk
noise power when k and L increase. Moreover, comparing
the two figures, while the signal power remains the same, a
considerable increase in the crosstalk noise power is obvious
when X̄ increases.

V. CASE STUDY

Leveraging the proposed analytical models, we study the
worst-case SNR in fat-tree-based ONoCs using an optical
turnaround router. The OTAR is shown in Fig. 10. It is a
deadlock and livelock free four by four optical router, which
adaptively routes the packets based on the optical turnaround
routing algorithm. We analyzed and compared the SNR of
the worst-case SNR link candidates in the network, and we
found that the optical link from the processor core c0 = 0
to the processor core c1 = k − 4 has the worst-case SNR.
Fig. 10 shows the worst-case SNR optical link in fat-tree-
based ONoCs using the OTAR. In this figure, the solid line is
the worst-case SNR link, while the dotted lines indicate the
interfering optical links which introduce crosstalk noise to the
worst-case SNR optical link. Considering all of the possible
traffic allocations and dynamic loads, the noise introduction
links are determined in such a way as to guarantee the worst-
case crosstalk noise power received at the destination of the
considered optical signal.

The worst-case signal power in fat-tree-based ONoCs using
the OTAR is calculated in (37), shown at the bottom of the
page. In this equation, the seven terms on the right-hand
side represent the injection power at the source processor
core, Pin, and insertion losses at the optical routers located
on the worst-case optical link. The worst-case SNR in
fat-tree-based ONoCs using the OTAR is analyzed in (38),
shown at the bottom of the page, in which the power loss

P Lwcase = Pin L0,2 L
log2 k−1
2,0 L

log2 k−3
1,3 L1,2 L

2Bn[0:log2 k−1]+2
b L

2Wmax[2:log2 k−1]
c (37)

SNRwcase = 10 log

(
P Lwcase

F D
wcase(L, Lb, Lc)N D

i, j wcase
+ FU

wcase(L, Lb, Lc)NU
i, j wcase

)

(38)
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Fig. 11. Worst-case (a) SNR and (b) signal power, and crosstalk noise power
in fat-tree-based ONoCs using the OTAR.

functions F D
wcase(L, Lb, Lc) and FU

wcase(L, Lb, Lc) can be
easily calculated based on (37). N D

i, j wcase
and NU

i, j wcase
, which

are the worst-case crosstalk noise added to the worst-case
SNR link, are calculated in the Appendix.

We integrated the proposed worst-case analyses into
the novel crosstalk and loss analysis platform, called
CLAP [19], [25], and calculated the worst-case SNR, signal
power, and crosstalk noise power in fat-tree-based ONoCs
using the OTAR. Referring to the notations in Table I,
we employed a waveguide crossing with Lc = −0.04 dB
and Xc = −40 dB [14]. Moreover, L p0, L p1, X p0, and
X p1 are −0.005 dB, −0.5 dB, −20 dB, and −25 dB,
respectively [20]. Lb is equal to −0.005 dB/90° and L p is
−0.274 dB/cm [26], [27]. Fig. 11(a) indicates the worst-case
SNR in fat-tree-based ONoCs using the OTAR. As the figure
indicates, the worst-case SNR reduces exponentially as the
number of processor cores increases. An important observation
is that when the number of processor cores is larger than
k = 27, the SNR is smaller than zero, which is a result
of high crosstalk noise power and power loss. The worst-
case signal power and crosstalk noise power in fat-tree-based
ONoCs using the OTAR are shown in Fig. 11(b). The signal
power decreases exponentially as the number of processor
cores increases; meanwhile, the crosstalk noise power remains
almost constant under different values of k, while there is a
slight reduction in the crosstalk noise power as the network
scales. The minor reduction in the crosstalk noise power is

because of the higher power loss at the destination of the
worst-case SNR link when the network size scales. In other
words, when the number of processor cores increases, the
power loss of the link rises as well, which attenuates both
the signal power and the crosstalk noise power received at the
destination. As also seen in Fig. 11(b), when the number of
processor cores is larger than k = 27, the crosstalk noise power
exceeds the signal power. For example, when k equals 26, the
worst-case SNR, signal power, and crosstalk noise power are
equal to 3.6 dB, −7.6 dBm, and −11.2 dBm, respectively.
However, when the number of processor cores increases to
28, these parameters change to −5.5 dB, −17.3 dBm, and
−11.9 dBm. The case study results show perfect consistency
with those from the general optical router model, which
indicates the validity of our general model analyses.

VI. CONCLUSION

Basic photonic devices, which are the basic components
widely used in construction of ONoCs, experience inevitable
power loss and crosstalk noise. As a result, the accumulative
crosstalk noise diminishes the SNR and restricts the network
scalability in ONoCs. For the first time, this paper analyzes
and models the worst-case crosstalk noise and SNR in fat-tree-
based ONoCs. We hierarchically conduct the formal analyses
at the basic photonic devices level, then at the optical router
level, and finally at the network level. The proposed analyses
are based on a 4 × 4 general optical router model, which help
the proposed analyses be adapted to fat-tree-based ONoCs
using an arbitrary 4 × 4 optical router. We propose the worst-
case crosstalk noise patterns in fat-tree-based ONoCs and
apply them to find the worst-case SNR link among different
longest optical links. The analyses prove that the worst-case
SNR link in fat-tree-based ONoCs is among the four possible
longest optical links that suffer from the highest power loss
in the network. The quantitative simulation results show the
critical behavior of crosstalk noise in fat-tree-based ONoCs;
the SNR reduces exponentially owing to the high crosstalk
noise power and power loss. Leveraging the proposed analyt-
ical models, the worst-case SNR, signal power, and crosstalk
noise power are analyzed in fat-tree-based ONoCs using an
OTAR as a case study. We find that the number of processor
cores in fat-tree-based ONoCs is restricted to 128 because
of the high crosstalk noise power; the crosstalk noise power
exceeds the signal power when the number of processor cores
is larger than 128.

APPENDIX

Utilizing the proposed worst-case crosstalk noise patterns
in Fig. 6, we analyze the worst-case crosstalk noise added
at different optical routers located on the optical link a,
Na

i, j (x, l, wsi, j (x, l)), and b, Nb
i, j (x, l, wsi, j (x, l)) (shown in

Fig. 7) in (39) and (40), shown at the top of the next page,
respectively. Moreover, the power loss functions associated
with the crosstalk noise received at the destination of the
optical signal a, Fa(L, Lb, Lc), and the optical signal b,
Fb(L, Lb, Lc), are defined in (41) and (42), shown at the
top of the next page, respectively. The worst-case crosstalk
noise mixing with the second longest optical link through the
optical routers on the link, N

′
i, j (x, l, wsi, j (x, l)), is analyzed
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Na
i, j (x, l, wsi, j (x, l))

=

⎧
⎪⎪⎨

⎪⎪⎩

n3,1,0(x, l, ws3,1(x, l)) + n3,1,1(x, l, ws3,1(x, l)) + n3,1,2(x, l, ws3,1(x, l)) i = 3, j = 1, 1 ≤ x ≤ k
8 , 1 ≤ l ≤ log2 k − 1

n0,2,1(x, l, ws0,2(x, l)) + n0,2,2(x, l, ws0,2(x, l)) + n0,2,3(x, l, ws0,2(x, l)) i = 0, j = 2, k
8 < x < k

4 , 2 < l ≤ log2 k − 1
n0,3,1(x, l, ws0,3(x, l)) + n0,3,2(x, l, ws0,3(x, l)) + n0,3,3(x, l, ws0,3(x, l)) i = 0, j = 3, x = k

4 , l = 2
n1,3,0(x, l, ws1,3(x, l)) + n1,3,2(x, l, ws1,3(x, l)) + n1,3,3(x, l, ws1,3(x, l)) i = 1, j = 3, x = k

2 − 1, l = 1

(39)

Nb
i, j (x, l, wsi, j (x, l))

=

⎧
⎪⎪⎨

⎪⎪⎩

n2,0,0(x, l, ws2,0(x, l)) + n2,0,1(x, l, ws2,0(x, l)) + n2,0,3(x, l, ws2,0(x, l)) i = 2, j = 0, x = k
4 , l = 1, x = k

8 , l = log2 k − 1
n2,1,0(x, l, ws2,1(x, l)) + n2,1,1(x, l, ws2,1(x, l)) + n2,1,3(x, l, ws2,1(x, l)) i = 2, j = 1, x = k

8 , 2 ≤ l < log2 k − 1
n1,3,1(x, l, ws1,3(x, l)) + n1,3,2(x, l, ws1,3(x, l)) + n1,3,3(x, l, ws1,3(x, l)) i = 1, j = 3, x = k

8 + 1, 2 < l ≤ log2 k − 1
n0,2,1(x, l, ws0,2(x, l)) + n0,2,2(x, l, ws0,2(x, l)) + n0,2,3(x, l, ws0,2(x, l)) i = 0, j = 2, x = k

8 + 1, l = 2, x = k
4 + 2, l = 1

(40)

Fa(L , Lb, Lc) = [ f a
1 , f a

2 , f a
3 ]

=
⎡

⎣
log2 k−1∑

i=1

(
L2 log2 k−2−i L2Bn[0:log2k−1]−Bn[0:i]+2

b L
Wmax[2:log2k−1]+Wmax [i−1:log2 k−1]
c

)
,

log2 k−1∑

i=3

(Li−1 L Bn[0:i]
b LWmax[2:i]

c ), L L3
b + Lb

⎤

⎦

(41)

Fb(L , Lb, Lc) = [ f b
1 , f b

2 , f b
3 ] =

⎡

⎣
log2 k−1∑

i=1

(L2 log2 k−2−i L
2Bn[0:log2 k−1]−Bn[0:i]+2
b ),

log2 k−1∑

i=3

(Li−1 L Bn[0:i]
b ), L L3

b + Lb

⎤

⎦ (42)

N
′
i, j (x, l, wsi, j (x, l))

=
⎧
⎨

⎩

n3,1,0(x, l, ws3,1(x, l)) + n3,1,1(x, l, ws3,1(x, l)) + n3,1,2(x, l, ws3,1(x, l)) i = 3, j = 1, 1 ≤ x < k
8 , 1 ≤ l < log2 k − 1

n3,2,0(x, l, ws3,2(x, l)) + n3,2,1(x, l, ws3,2(x, l)) + n3,2,2(x, l, ws3,2(x, l)) i = 3, j = 2, x = k
8 , l = log2 k − 1

n1,3,0(x, l, ws1,3(x, l)) + n1,3,2(x, l, ws1,3(x, l)) + n1,3,3(x, l, ws1,3(x, l)) i = 1, j = 3, k
4 + 2 ≤ x ≤ k

8 , 1 ≤ l < log2 k − 1
(43)

F
′
(L , Lb, Lc) = [ f

′
1, f

′
2, f

′
3]

=
[log2 k−2∑

i=1

(L2 log2 k−3−i L
2Bn[0:log2 k−1]−Bn [0:i]
b L

Wmax[i−1:log2 k−1]+Wmax[2:log2 k−2]
c ), L log2 k−2 L

Bn[0:log2 k−1]
b L

Wmax [2:log2 k−2]
c

log2 k−2∑

i=1

(Li−1 L Bn[0:i]
b LWmax[2:i]

c )

]
(44)

N D
i, j wcase

(x, l, wsi, j (x, l))

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pin(L2,0 L2,3L6
b(X p1L2

c L p0 + Lc1 Xc) + L3,1L0,2
L2

c
Xc) i = 0, j = 2, x = 1, l = 1

Pin(L1,3 L3,1L3,2 L7
b L2

cβ2 + L1,3L5
b(

L2,0
Lc Lc0

Xc + L3,1
Lc1

(X p1 + L p1 Xc))) i = 2, j = 0, x = 1, l = 2

Pin(L1,3 Ll−2
3,0 Ll−3

2,1 L3,2 L Bn[0:l+2]
b LWmax[l:l+1]+Wmax [l−1:l]

c β2),

+Pin(L0,2 Ll−2
2,0 L2l

b LWmax[l−2:l−1]
c (

L2,0
Lc Lc0

Xc + L3,1
Lc1

(X p1 + L p1 Xc))) i = 2, j = 0, 1 < x < k
8 , 2 < l < log2k − 1

Pin(L0,2 Ll−3
2,1 L3,1L2,0 L Bn[0:l+1]

b LWmax [l−2:l−1]
c β2),

+Pin(L0,2 L2,0 Ll−3
3,0 L Bn[0:l]+1

b (
L2,0

Lc Lc0
Xc + L3,1

Lc1
(X p1 + L p1 Xc))) i = 2, j = 0, x = k

8 , l = log2k − 1

(45a)

NU
i, j wcase

(x, l, wsi, j (x, l))

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pin(L0,2 L2,0 Ll−3
3,0 L1,3L Bn [0:l+1]

b β1),

+Pin(L0,2 Ll−3
2,1 L3,1L Bn[0:l]+1

b LWmax[l−2:l−1]
c (L2

p0 Xc + X p0)) i = 1, j = 3, x = k
8 + 1, l = log2k − 1

Pin(L0,2 Ll−2
2,1 L2,0 L2,3 L Bn[0:l+2]

b LWmax[l−1:l+1]
c β1),

+Pin(L0,2 Ll−3
2,1 L3,1L Bn[0:l]+1

b LWmax[l−2:l−1]
c (L2

p0 Xc + X p0)) i = 1, j = 3, k
8 < x ≤ k

4 − 3, 4 ≤ l < log2k − 1
Pin(L0,2 L2,1 L2,0 L2,3L9

b L8
cβ1 + L0,2 L2,1 L6

b(L2
p0 Xc + X p0)) i = 1, j = 3, x = k

4 − 1, l = 3
Pin(L1,3L3,0 L2,3 L9

b L3
c(Lc L p0(Xc + L2

c X p0) + Lc0 Xc)) i = 1, j = 2, x = k
4 , l = 2

Pin(Lbβ2 + L2
b(

L2,0
Lc Lc0

Xc + L3,1
Lc1

(X p1 + L p1 Xc))) i = 2, j = 0, x = k
2 − 1, l = 1

(45b)

in (43), shown at the top of the page, while (44), shown at the
top of the page, calculates the power loss function associated
with the accumulated crosstalk noise on the second longest
optical link, F

′
(L, Lb, Lc).

Considering the worst-case SNR link in Fig. 10, when
the optical signal travels downward in the lower subnetwork,

the worst-case crosstalk noise added to the worst-case
SNR link, N D

i, j wcase
, is calculated in (45a), shown at

the top of the page. Furthermore (45b), shown at the
top of the page, calculates the worst-case crosstalk
noise added to the worst-case SNR link while it is
travelling upward in the lower subnetwork, NU

i, j wcase
,
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where

β1 =
(

L1,3 Lb L2
c

Lc1
(X p1 + L p1 Xc) + L0,2 L1,3

L2
c Lb Lc1

Xc

)

β2 =
(

L0,3 L2,0

Lb Lc0 Lc1
(Xc + L2

c X p0)

)
.
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