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Abstract—Reducing feature sizes and power supply voltage allows integrating more processing units (PUs) on multiprocessor system

on chip (MPSoC) to satisfy the increasing demands of applications. However, it also makes MPSoC more susceptible to various

reliability threats, such as high temperature and power/ground (P/G) noise. As the scale and complexity of MPSoC continuously

increase, monitoring and mitigating reliability threats at runtime could offer better performance, scalability, and flexibility for MPSoC

designs. In this paper, we propose a systematic approach, on-chip sensor network (SENoC), to collaboratively predict, detect, report,

and alleviate runtime threats in MPSoC. SENoC not only detects reliability threats and shares related information among PUs, but also

plans and coordinates the reactions of related PUs in MPSoC. SENoC is used to alleviate the impacts of simultaneous switching noise

in MPSoC’s P/G network during power gating. Based on the detailed noise behaviors under different scenarios derived by our circuit-

level MPSoC P/G noise simulation and analysis platform, simulation results show that SENoC helps to achieve on average 26.2

percent performance improvement compared with the traditional stop-go method with 1.4 percent area overhead in an 8*8-core

MPSoC in 45 nm. An architecture-level cycle-accurate simulator based on SystemC is implemented to study the performance of the

proposed SENoC. By applying sophisticated scheduling techniques to optimize the total system performance, a higher performance

improvement of 43.5 percent is achieved for a set of real-life applications.

Index Terms—Sensor network, reliability, dynamic control, low-power, noise, power grid, system on chip
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1 INTRODUCTION

MULTIPROCESSOR system on chip (MPSoC) is becoming a
favorite choice to satisfy the ever growing perfor-

mance demanded by applications [1], [2], [3]. On one hand,
shrinking feature size allows for more and better functions
on MPSoC. On the other hand, it also makes MPSoC more
susceptible to various reliability threats, such as high
temperature and power/ground (P/G) noise. Improving
reliability has become an important aspect of MPSoC design.

As the scale and complexity of MPSoC continuously

increase, a systematic approach that not only detects

reliability threats but also mitigates such threats accord-

ingly at runtime could potentially offer better performance,

scalability, and flexibility for MPSoC designs. In this paper,

we propose a systematic approach, on-chip sensor network

(SENoC), to collaboratively predict, detect, report, and

alleviate runtime threats in MPSoC. SENoC not only detects

reliability threats and shares related information among
processing units (PUs), but also plans and coordinates the
reactions of related PUs in MPSoC. SENoC is integrated
with network-on-chip (NoC) to ensure that critical informa-
tion and decision is delivered in a timely fashion.

To highlight the details of our idea, SENoC is used to
alleviate the impacts of simultaneous switching noise in
MPSoC’s P/G network during power gating. Tight low
power requirements force MPSoC to aggressively adopt
low power techniques. While power gating can dramati-
cally reduce leakage power in MPSoC, it exacerbates
simultaneous switching noise on the power delivery
network, and can result in performance degradation and
even functional errors [4], [5], [6]. As that will be studied in
Section 4, Fig. 5 shows the impact of such noise to the
surrounding PUs of the chip. This motivates us to design
the SENoC to effectively solve the simultaneous switching
noise in MPSoC’s P/G network. Based on the detailed
noise behaviors under different scenarios derived by our
circuit-level MPSoC P/G noise simulation and analysis
platform, simulation results show that SENoC helps to
achieve on average 26.2 percent performance improvement
compared with the traditional stop-go method with
1.4 percent area overhead in an 8*8-core MPSoC in
45 nm. Based on our conference publication [7], we further
propose sophisticated scheduling techniques to offset the
overheads induced by power gating related operations,
and optimize the total system performance. Efficient
working strategies and communication protocols in SENoC
are also presented. We implement a SystemC-based
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architecture-level cycle-accurate simulator for the SENoC,
and observe a higher performance improvement of
43.5 percent on average for a set of real-life DSP and
multimedia applications with the enhanced scheduling
techniques applied.

The rest of the paper is organized as follows: Related
works are presented in Section 2. Section 3 gives an overview
of SENoC. Serving as the basis of our approach, the circuit-
level modeling for power gating induced P/G noise is
presented in Section 4. In Section 5, we focus on the behavior
models of the key components in SENoC and formalize their
mechanisms. Section 6 shows the implementation and
simulation results. Section 7 concludes the paper.

2 RELATED WORK

In this section, we summarize the existing techniques that
work on optimizing the power gating process and mitigat-
ing the induced P/G noise. Circuit/block level techniques
can be applied to improve the efficiency of the power gating
technology, and system-level approaches can be used for
overhead control and tradeoff analysis. Sensor-based
system designs are also studied.

Many circuit level techniques are proposed for the P/G
noise mitigation with power gating techniques. Optimized
sleep transistor designs for power gating are critical to a
successful low-power design. Various techniques were
presented for power-on current rush control through the
sleep transistor implementation that reduces power supply
voltage fluctuation [8], [9], [10], [11]. The optimization of the
sleep transistor distribution and the sizing selection were
demonstrated to be effective to trade off among the worst
case noise, area overhead, and leakage power consumption
by assigning large sleep transistor to control the function
units with high current density [8]. Gupta et al. analyzed the
voltage variations in chip multiprocessors using a distrib-
uted power-delivery network [12]. Reddi et al. used recur-
ring program and microarchitectural event activity to predict
the voltage droop [13]. Our proposed model is compatible
with these models. It is designed in fine-grained granularity
for the purpose of improving the simulation accuracy.

The scheme of multiple power gating modes tried to
control the power-on current rush by dividing the total
voltage transition into multiple steps with smaller transi-
tion, and as a result, the worst case rush current among all
these small steps was reduced [9], [10], [11]. A low-power
switched decoupling capacitor circuit was proposed to
suppress on-chip resonant supply noise [14]. It enhanced
the efficiency of the on-chip decoupling capacitor by
replacing the traditional passive decoupling capacitors with
some new controllable active capacitance structures to
achieve the equivalent capacitance with less area overhead
and small leakage power consumption. Powell et al.
proposed a microarchitectural technique by controlling
instruction issue to guarantee the worst case magnitude of
resonant P/G noise with low energy and performance loss
[15], [16]. It alleviates the switching activity induced
resonant P/G noise by controlling instruction access to
reduce simultaneous switching activities in the pipeline.
Jiang et al. proposed a scheduling technique to address
system-level power gating with several gated blocks and
optimize the wake up order of these blocks in terms of noise
[17]. It tries to alleviate the rush current during the power

gating of heterogeneous blocks by optimizing their wakeup
schedule, and reduces the power gating induced P/G noise
with increased wake up time. Our work schedules
application’s execution at the system level to reduce the
performance loss due to power gating without the con-
sideration of reducing the P/G noise magnitude.

A power-gating driven floorplanner (PGFP) was devel-
oped in [18] to assist the design of power gated chips.
Mohamood et al. [4] proposed a design methodology for
power integrity aware floorplanning using microarchitec-
tural feedback to guide the module placement. Healy et al.
[5] presented an improved design methodology to combat
the ever-aggravating high-frequency power supply noise
(di/dt) in modern microprocessors. The ideas in [4], [5]
are to build up dynamic controlling mechanisms at the
microarchitecture level by dynamically monitoring the
access patterns of microarchitecture modules and prevent
the troublesome simultaneous switching activities among
all the modules. These works mainly focused on block-level
design techniques, while in this paper, we investigate
processor-level power gating protection strategies based on
our detailed P/G noise analysis platform for MPSoC, and
study the relationship between the performance degrada-
tion and the noise protection during powering on/off PUs.

Tiny on-chip sensors can measure various runtime
parameters, such as noise, error, temperature, switching
activity, clock duty-cycle, and technology parameters. Ernst
et al. proposed Razor, a circuit-level design for monitoring
and correcting timing errors in low power systems [19],
[20]. Razor motivates many sensor designs for chip
reliability [21], [22]. Petrescu et al. proposed a signal
integrity architecture to monitor various on-chip physical
parameters, especially voltage and temperature [23]. The
proposed voltage monitor was well developed with a high
time resolution and accuracy, which provides opportunities
to capture the profiling of the medium frequency and high
frequency P/G noise during runtime. The voltage sensor is
implemented with a high bandwidth 7-bit DAC in the
90 nm technology. It can achieve a DC-resolution of 10 mV
and measure 100 ps wide spikes. Poirier et al. and
McGowen et al. described the control system on a 90-nm
Itanium processor which utilizes on-chip sensors to
measure power and temperature and modulates voltage
and frequency to optimize performance [24], [25]. It showed
the promising potential for the sensor-based feedback
control system to be implemented in the real commercial
products to further improve their runtime performance.
Sohn et al. proposed a sensor-based solution for SRAM to
overcome the uncertainty and fluctuation of device para-
meters [26], [27]. These works show that the information
gathered by on-chip sensors can be used to effectively
improve the reliability and performance of different
functional units, and it will come to practice as a powerful
strategy for the next generation commercial products.

Architecture level frameworks are proposed to collect
useful information and adjust the function units at runtime.
Machine Check Architecture (MCA) is an error protection
mechanism mainly designed for general purpose processors,
and the mechanism can be used to detect, locate, and log
system faults like parity errors in cache, ECC errors in
DRAM and system bus errors [28]. MCA is a more general
architecture that can be widely used in many error
protection scenarios. Compared to that, SENoC is designed
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to target NoC-based MPSoC architectures. Currently, the
sensors can only be used for voltage monitoring, and the
mechanism is designed for solving the P/G noise problem.
Chan et al. proposed to use system management bus to
communicate between IP cores and the thermal-aware
power management IP for system-level power management
[29]. Yin et al. proposed a hierarchical architecture to collect
runtime parameters using network on chip [30]. Several
architectures for the control system and some small
techniques were proposed to trade off among the energy
power consumption overhead, area overhead, and commu-
nication latency of the control system. Ciordas et al.
proposed a monitoring service framework to support the
runtime observability of NoC behaviors and application
debugging [31], [32]. It not only evaluated the tradeoff
between the latency and the hardware overhead, but also
took the design flow impact into consideration compared
with the traditional NoC design. These frameworks for
sensor-based control systems try to achieve efficient and
real-time responses with small system, low hardware over-
head and good scalability for highly integrated NoC design.

3 AN OVERVIEW OF SENoC

The SENoC is composed of on-chip sensors, node agents,
and a task manager (TM). It is integrated with network-on-
chip and uses NoC as the communication medium. Besides
detecting runtime threats and sharing related information
among PUs, the SENoC also decides and coordinates the
reactions of all the PUs in a MPSoC. Fig. 1 illustrates the
SENoC for a 4*4-core MPSoC with a mesh-based NoC.

Tiny sensors are embedded inside and between PUs to
measure various parameters, such as voltage and tempera-
ture. Under normal operating conditions, the parameters
are within a safe range, and sensors only report them upon
requests from the node agents. However, sensors will
immediately report any parameter beyond the safe range to
node agents. They are usually placed to the positions in
each PU which are close to the functional units which have
high power consumption or are sensitive to temperature or
voltage conditions.

Node agents are integrated with NoC routers and
connected to sensors through network interfaces. Each
node agent processes the warnings from a group of sensors
inside a PU. It will preprocess and filter warning as well as
compress warnings from multiple sensors. Based on the
warning severity, a node agent can send alert packets to
nearby node agents or all the node agents in addition to TM.

Node agents not only take commands for TM, but also
collaborate with each other to quickly respond to a threat.

The SENoC uses NoC as the communication medium.
We integrate the node agent into an input-buffered
pipelined NoC router (Fig. 2). The integration allows node
agents to send and receive packets in NoC in a timely
fashion, which is critical to the SENoC. NoC routers use
virtual channels to guarantee the delivery time of high-
priority control packets. In addition to unicast, multicast is
used to send packets simultaneously to multiple node
agents. The SENoC uses four packet types—command
packet, alert packet, report packet, and postalert packet. The
TM processes packets and creates a system-wide plan to
minimize threat impacts. It is connected to the NoC and
sends command packets to node agents to execute the plan.
When receiving a command packet, node agents will inform
the PU to take specific actions, such as entering sleep mode
through clock gating. Off-chip memories are connected to
the routers in an efficient way to support the backup and
resumption of runtime information for the PUs. In this way,
each PU selects the nearest memory as its destination, and
the number of memory blocks used is minimized.

4 THE PHYSICAL MODEL OF POWER

GATING-INDUCED P/G NOISY

In this paper, SENoC is used to alleviate the impacts of
simultaneous switching noise in MPSoC’s P/G network
during power gating. In order to analyze the performance
of SENoC, it is necessary to understand the impacts of
power gating induced P/G noise among PUs in MPSoC. We
build a P/G noise simulation and analysis platform and
systematically explore MPSoC P/G noise behaviors under
different power gating scenarios [33]. The noise behaviors
serve as the basis for the P/G noise aware task management
methodology based on SENoC.

The simultaneous switching noise induced by turning
on/off PUs at different locations in MPSoC is evaluated
based on circuit-level simulations using HSPICE. We
assume homogeneous MPSoC systems in the simulation
model. Based on [6], [12], we assume all the PUs charge the
same amount of load capacitance during the power gating
process. Each PU is composed of multiple identical sub-
blocks which can be controlled separately. A subblock
consists of the mesh-based power grid model, the load
capacitance of the function logics, the decoupling capacitor,
and an inverter. The load capacitance of each subblock is
modeled by the average over the entire PU following the
uniform distribution. The inverter is placed between each
pair of power grid node and its adjacent ground grid node,
and works as a sleep transistor to represent PU switching
activity. Different combinations of the inverter control can
be used to mimic different power gating scenarios. A
subblock of the P/G network circuit model is shown in
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Fig. 1. SENoC on a 4*4-core MPSoC.

Fig. 2. An NoC router with an integrated node agent.



Fig. 3. We use the 45 nm bulk CMOS model [34] for
transistors (Vdd ¼ 0:8 V) and the standard cell library is from
the Nangate Open Cell Library [35] for the whole design.
The parameters are set as follows: Rseg ¼ 0:628 �; Lseg ¼
0:005 nH, CL ¼ 0:23 pF. For the power grid model, they are
derived from the typical design of global interconnects
implemented between the metal layers M4 to M7 [36], [37].
Rseg and Lseg are calculated based on the estimation on the
length and area of the cross section of the segment. While
for the lumped capacitance of the PU per 100 �m2, CL is
estimated based on the capacitance/area ratio of the
inverter gate in the 45 nm Nangate library, where it is
assumed half of the gate capacitors are charged during
power gating [35]. Jiang et al. used a similar power gating
model for P/G noise analysis in [6]. Our model is
compatible with related models. It is designed in fine-
grained granularity for the purpose of improving the
simulation accuracy.

The MPSoC is modeled with a set of PUs, P ¼ fpiji 2 ½1;
N �g. The PU states considering power gating induced P/G
noise are defined in Table 1. A PU in ToOn/ToOff is defined
as an attacker. A PU who carries a running task is defined as
an active PU. An active PU within the impact range of an
attacker is defined as a victim. (Please note that some power-
on PUs could be in Idle or Free, and they are not victims in
our definition.) For a PU p, IRðpÞ is defined as the set of PUs
within the impact range of an attacker p, while PV ðpÞ is
defined as the set of p’s potential victims, i.e., PV ðpÞ ¼ fq j
q 2 IRðpÞ; q is activeg, and we have PV ðpÞ � IRðpÞ.

If we assign a task i to a power gated PU p, the powering-
on/off noise when the task begins/finishes will attack the
PUs in IRðpÞ which is provided through our P/G model.
The noise protection method will migrate the data to the
off-chip memory, clock gate the victim PUs before powering
on/off the attacker, and later wake them up when the
attacker is fully turned on/off. Fig. 4 shows the timing of a
power-on event, and the timing of a power off event is
similar. TClkToOff and TClkToOn are the times needed to clock
gate a PU and to wake it up from the clock gated state,
respectively. TToOn and TToOff are the settle times for a PU
to power on and power off. In order to ensure the reliability
of MPSoC, here TToOn � maxq2PV ðpÞfTsettleðpÞ; TsafeðqÞg,
TToOff � maxq2PV ðpÞfTsettleðpÞ; TsafeðqÞÞg, where TsettleðpÞ is
the period that p powers on, and TsafeðqÞ is the period that

victim q returns to the normal voltage level. TOn and TOff
are the noise protection penalties for a victim when an
attacker powers on and off, respectively, where

TOn ¼ TClkToOff þ TToOn þ TClkToOn;
TOff ¼ TClkToOff þ TToOff þ TClkToOn:

Assume that the number of victims of attacker p at the time
instant t is NPV ðp; tÞ. We define POnðp; tÞ and POffðp; tÞ as
the total performance penalties to power on and power off
p, respectively, where POnðp; tÞ ¼ TOn �NPV ðp; tÞ, POffðp;
tÞ ¼ TOff �NPV ðp; tÞ. Initially, these timing parameters,
such as TClkToOff , TToOn, TClkToOn, and TToOff , are set to
the worst case values to ensure the reliability. However,
with the help of SENoC, these parameters can be
dynamically determined using on-chip sensors and re-
duced depending on the scenarios.

In the traditional stop-go strategy, all the active PUs are
protected against P/G noise during powering on/off a PU.
The algorithm is simple and safe, but is too conservative
according to our P/G noise model. Based on the P/G noise
simulation and analysis platform, we simulate MPSoCs with
different scales and conditions. Fig. 5 shows the peak P/G
noise levels of PUs induced by attackers located at different
locations on a 4*4-core MPSoC. In order to obtain the worst
case scenarios, the PU conducting power gating switches all
the subblocks simultaneously, while the other PUs are set to
the power off state and do not help suppress the noise. It is
observed that the peak noise induced by power gating is
around 160 to 250 mV for the PUs at different locations. PU1
is at the corner of the chip, which makes it suffer from the
boundary effect and have higher peak noise of around 250
mV. While PU6 is near the center of the chip and has lower
peak noise of around 160 mV. Kim et al. reported similar
observations in [38] that the power gating induced P/G
noise for a small circuit of two linear-feedback shift registers
and a 32-bit carry look-ahead adder fabricated with 130 nm
technology is already about 9 percent of the supply voltage
and becomes a reliability threat in low power circuit design.
Different impact ranges can be observed in Fig. 5: when PU1
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Fig. 3. In order to facilitate the P/G network analysis, each wire segment
is modeled as a chain of L-type RLC equivalent circuits. An inverter with
a capacitance load is used to imitate logics. A decap is connected to the
intersection points on the vdd/vss grids.

TABLE 1
PU States in Power Gating

Fig. 4. Timing of a power-on event.



is the attacker, at most five PUs need protection; when PU2
is the attacker, at most nine PUs need protection; when
PU6 is the attacker, all the other active PUs need protection.
SENoC can help with the voltage level collection, noise
information transfer, analysis, and planning. The detailed
procedure will be discussed in Section 5.

5 SENoC for MPSoC P/G NOISE ALLEVIATION

In this section, we will present the mechanisms used by
SENoC to alleviate the impacts of P/G noise during power
gating. We formalize our approach by optimizing the
MPSoC performance under the task constraints and PU
operation constraints under P/G noise attacks.

5.1 SENoC Components

The task manager is a global controller for task manage-
ment and chip maintenance. It is in charge of the manage-
ment of the entire MPSoC, making system-wide decisions of
task distribution and PU coordination. The TM is used to
assign new tasks to PUs, and maintain the status of all the
PUs. It has a scheduling control logic, which is used for
online task scheduling implementation and performance
control. The detailed working strategy of the TM is
discussed in Section 5.3.

The TM multicasts command packets to deliver new
tasks to the PUs, and receives report packets and postalert
packets to maintain the states of the PUs. Upon receiving a
report packet or a postalert packet, it updates the task table
and PU table. The TM also maintains a queue for ready
tasks. If the queue is not empty, it selects a task in the queue
and a useable PU to carry on the task according to the
scheduling policies. The task should be scheduled to meet
its timing constraints. The information is packetized in a
command packet which is then multicasted through the
NoC. More information about the TM and the task/PU
tables can be found in the supplementary file, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TPDS.2012.193.

Packets are generated by the TM or node agents based on
the runtime information provided by the SENoC, trans-
mitted through the NoC and analyzed by the node agents.
Four types of packets are defined in the SENoC, including
command packet, report packet, alert packet, and postalert
packet. Detailed information can be found in the supple-

mentary file, available online. For each type of packet, a tag
including the information of the packet type, the sender,
and the receiver is attached. For a command packet, the
potential victims calculated by the TM are attached. There-
fore, a node agent who receives a packet will be capable of
determining the next action of the PU after combining with
the information reported by the local sensors.

A node agent is capable of interpreting the information
in the packets, and collecting real-time information from
local sensors, according to some built-in functional compo-
nents. Node agents generate a unified form of packets to
ensure reliable and secure packet delivery and maintain the
efficiency of the MPSoC. More information on the func-
tional components can be found in the supplementary file,
available online.

A PU p becomes an attacker when it is going to power
on/off. Upon receiving the command packet for executing a
task, and understanding its role as an attacker after
analyzing it, p should know the set of its victims and wait
for their report packets. After receiving the report packets
from all its victims, it will multicast alert packets at the
beginning of the powering on, multicast postalert packets at
the end of the powering on, and unicast a report packet to
tell its state of Free to the TM after finishing the task. The
state transition of an attacker is shown in Fig. 6.

A PU q becomes a victim when it is in Active and a
neighbor PU p is going to power on/off. For the sake of
protecting its own process, q has to pause and change to the
Idle state until p’s powering action exerts no impact on q.
The local sensors are used to detect this impact and trigger
the transition. q experiences transient states ClkToOff when
being protected, and ClkToOn when resurging. Report
packets are sent to the attacker and the TM to tell its state
and action. The state transition and packet delivery of a
victim is shown in Fig. 7.

5.2 Overall Operations of the SENoC

The operations of the SENoC can be classified into the
powering-on operation and the powering-off operation
which are very similar. We use the powering on operation
as an example in this section to explain the process. Note
that we only allow one PU to conduct power gating at a
time with this strategy. This simplified the TM design and
its working efficiency. We describe the operations of the TM
as follows when there is a task ready to execute.

If there is some PU in Transient state, do nothing.
Otherwise, if there is no PU in Transient state, the TM selects
a PU to execute the task. This operation is detailed as follows:

If there is no PU in Free or Off, do nothing. Otherwise, if
there is a PU p in Free, it will be selected to execute the
task. The TM synthesizes a command packet, multicasts it,
and updates the PU table. p carries out the task after
receiving the command. Otherwise, if there is a PU p in Off
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Fig. 5. Noise levels and impact ranges of power gating induced P/G
noises in a 4*4-core MPSoC.

Fig. 6. The state transition machine of an attacker.



with the least number of victims and relatively good
performance, it will be selected and become an attacker. A
new Safe voltage will be calculated by the TM according to
p’s performance and the previous safe voltage. The safe
voltage is the minimum voltage level of a PU to keep it
tolerant to the increased gate delay and guarantee correct
execution. The TM multicasts a command packet. An
involved PU will know the role of itself as an attacker or a
victim after its node agent receives the command packet.
Assume PU q is one of p’s victims, and it transits to
ClkToOff after receiving the command packet. During
ClkToOff, it makes preparations for clock gating, including
sending useful data to an external memory (off-chip
memory) for backup, unicasts a report packet to p after
finishing such operations, and transits to the Idle state
during the same period.

After receiving report packets from all its victims, the
attacker p multicasts an alert packet, and transits to ToOn
during which it switches on sleep transistors and powers
on. When its sensors report the safe voltage level, a postalert
packet is generated and multicasted. A report packet is sent
to the TM to update the PU table and task table. Meanwhile,
p transits to the Active state and starts executing the task.
For the victim q in the Idle state, it transfers to ClkToOn after
its own sensors detect the Safe voltage. During the ClkToOn
state, it prepares for resurging from clock gating, including
loading relevant data from off-chip memory. q unicasts a
report packet to the TM after finishing these operations, and
at the meantime transits to the Active state and continues
running the halted task. The TM will update q’s information
after receiving the report packet. After receiving all the
report packets, the TM will update the PU table and task
table accordingly. Then, the TM will move on to the next
action of assigning a new task or turning off the PU.

This protocol design actually makes the system tolerant
to faulty sensors which may be affected by a noisy
environment. If the sensors on a victim PU cannot work
properly, the PU will wait for the postalert packet sent by its
attacker with the notice of power gating finished, and then
can resume from the clock gated state safely. In this way,
the proposed methodology can still guarantee the correct-
ness of the system with faulty sensors, and the performance
overhead compared to correct sensors is minimized to an
upper bound constrained by the communication protocol.
Meanwhile, there are multiple sensors distributed on each
PU, which further enhances the degree of tolerance to faulty
sensors. The timing delay of sensors can also be tolerated
due to similar reasons.

5.3 Two-Stage Scheduling Strategy for
Performance Optimization

In order to effectively utilize the MPSoC resources, it is
essential to have an efficient scheduling strategy for the TM

to the centralized control of the entire system. State-of-the-
art techniques for power gating aware scheduling are
limited to online algorithms. We propose a new scheduling
strategy that is to optimize the performance of the entire
system in two stages.

The approach is a composition of an offline static
mapping and scheduling algorithm as well as an online
dynamic light-weight adjustment technique. At design
time, without any online information, we try to optimize
an application’s performance on the MPSoC using static
real-time scheduling techniques. At runtime, the centralized
TM is aware of the situation of the entire system including
the state of every PU and every task, and we develop a
dynamic adjustment strategy that generally follows the
static scheduling result obtained offline, but makes slight
adjustment to the static decisions according to the practical
information of task running variations due to power gating
related operations. The combined static scheduling and
dynamic adjustment (SSDA) strategy is proposed to
optimize the overall system performance. The strategy
overview is described in Fig. 8.

5.3.1 Optimizing Offline Scheduling by Static Analysis

We conduct static optimizations in order to maximize
applications’ performance theoretically according to the
worst case estimation of task executions and network
transmissions. Formally, given an application represented
by a task graph GðV ;EÞ, and an MPSoC PU , the problem is
to find a mapping M : V ! PU for each task in V to a PU in
P , and a static-order schedule S : V ! N for the tasks
assigned to each PU, where each task in V mapped to a PU
is assigned a natural number indicating its sequence of
execution on that PU, such that the application performance
is optimized. In static order scheduling, the tasks assigned
to the same PU execute following a predefined sequence
strictly. It is proven to be a more effective strategy than
statical-time scheduling and list scheduling for multi-
processor systems [39].

In the SSDA framework, many static optimization
strategies can be applied for making task mapping and
scheduling decisions, like the works presented in [13], [40],
[41]. In this paper, we do not explore the performance
difference by different strategies, but focus on the impact of
the flexible framework. Based on the SSDA framework,
different scheduling algorithms can be selected for further
performance optimization, and we leave it as possible
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Fig. 7. The state transition machine of a victim.

Fig. 8. Two-stage static scheduling and dynamic adjustment strategy.



future work. We apply load balanced mapping and static-

order scheduling strategies to obtain static scheduling

result. The basic idea is to distribute processing and

network transmission workload evenly and make high

utilization to the hardware resources. The mapping strategy

is to assign the tasks to PUs one by one in the order defined

by the graph topology, and the schedule on each PU is

determined by invoking the tasks mapped to the PU in self-

timed manner. The objective is to minimize the end-to-end

delay of the application’s execution with the consideration

of interprocessor communication overhead. For a task

v 2 V , the weight of mapping it to a PU p 2 P is calculated

by the following cost function:

wðv; pÞ ¼ c1tðv; pÞ þ fc2nðv; pÞ; ð1Þ

in which tðv; pÞ is the required time for task v to finish

execution on PU p, defined by the time for executing

previously assigned tasks on p plus the worst case execution

time of v, and nðv; pÞ is the total amount of network

transmission, defined by the number of packets generated

by task v from p to other PUs (Table 2 lists the definitions of

the symbols):

tðv; pÞ ¼ fðpÞ þ eðvÞ; ð2Þ

nðv; pÞ ¼
X

ðv;uÞ2E
lðv; uÞ � dðp;mðuÞÞ; ð3Þ

where c1 and c2 are the user-specified constant factors to

trade off between the two concerns, and f is an

architecture-specific scaling factor which balances the two

terms in different measurement units. For example, setting

c1 ¼ 1; c2 ¼ 0 will obtain the mapping result that balances

the PUs’ workload regarding execution time, and setting

c1 ¼ 2; c2 ¼ 1 will balance PUs’ workload as well as

network traffic with bias toward PU workload. For

performance evaluations in Section 6, we set both factors

c1 and c2 to 1, meaning that task execution and network

transmission are considered to be of the same importance

to the system performance. In ideality, factor f can be set to

3 for the number of clock cycles a packet crossing a router,

while the value should be larger when network contention

occurs. The detailed mapping and scheduling algorithm

with pseudocodes and explanations can be found in the

supplementary file, available online.

5.3.2 Improving Online Performance by Dynamic

Adjustment

We make use of online messages and conditions to make
slight adjustment to the statically determined schedules
with the intent of further improving the application
performance. A lightweight online scheduling adjustment
strategy is used to improve runtime performance under the
uncertainties of task execution variations due to power
gating operations.

In this work, task mappings are statically optimized and
fixed at runtime to reduce the online management complex-
ity. At runtime, the TM sends command packets to the
respective PUs for task invocations according to the
schedule table obtained by static analysis, and keeps a PU
table to monitor the status of all the PUs. Each PU is able to
send report packets to the TM with three kinds of events:
task has started, task has finished, and task has halted. The
dynamic scenarios of task executions will be kept in the
schedule table and used by the TM for runtime decisions.
The scheduling adjustment strategy follows the work-
conserving principle to keep the PUs work efficiently. The
TM keeps each PU work-conserving and invokes tasks in
the defined order in the schedule table. The actual schedule
should be similar with the offline result but slightly
different. Node agent on each router handles power gating
and task state change locally, but the incidents are reported
to the TM to allow global synchronization.

The online adjustment algorithm is given in Algorithm 1.
Function NextTask(p; S) (Lines 3, 5) is used to fetch the next
task on PU p in the predefined static order. PU state
reporting includes task v started, finished, and halted. The
schedule table stðV Þ contains the records of all predicted
and actual task executions at offline and online. The
algorithm allows dynamic adjustment on the predefined
static order schedules to invoke ready tasks earlier if its
preceding task is blocked for execution at runtime. The
strategy is to keep PU work conserving, i.e., a PU cannot be
free if some task assigned to it is ready for execution.
Algorithm 1 has linear complexity to the input size of the
problem and runs very fast in practice.

Algorithm 1. The light-weight online dynamic scheduling

adjustment algorithm

Require: task graph GðV ;EÞ, MPSoC P , mapping MðV ; P Þ,
static order schedules SðV ;NÞ

1: for each PU p do

2: if p reports free then

3: v ¼ NextTask(p; S)

4: while v is not ready do

5: v ¼ NextTask(p; S)

6: end while

7: Schedule v on p

8: Update stðvÞ
9: end if

10: if p reports PU state then

11: Update stðvÞ
12: end if

13: end for

14: return makespan and schedule table stðV Þ
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TABLE 2
Definition of the Symbols Used in Offline Scheduling



The SSDA framework combines the offline static
optimization and online dynamic lightweight adjustment
to guarantee a correct and performance-effective system.
The dynamic adjustments to the schedules at runtime are
mainly induced by the power gating-related operations, like
sensors reporting safe voltage level on victim PUs. This
hybrid strategy offers both performance enhancement and
flexibility to such scenarios.

6 PERFORMANCE EVALUATION

We first show the timing analysis for SENoC in Section 6.1.
Based on the analysis, extensive simulations are performed
to compare the performance of the MPSoCs with and
without SENoC in Sections 6.2 and 6.3.

6.1 Timing Analysis for SENoC

SENoC and PUs consume time in several ways, such as the
signal transfer time and processing time. A comprehensive
timing analysis in the SENoC is provided in the supple-
mentary file, available online, in which the time usage
parameters to be used in the timing analysis are defined in
detail. The values of these parameters are determined
according to the time used by some unit operations (like a
unit packet crossing a router, a power gating and clock
gating operation, a sensor and node agent operation, etc.)
and the runtime situations (like packet size, router buffering
delay, network contention, etc.). In our simulations, we use
the following reference values for the unit operations in the
number of clock cycles. The time for a unit packet crossing a
router is assumed to be 3 clock cycles. The time for a power
gating operation is assumed to be at the magnitude of
200 clock cycles, and that for a clock gating operation is at
the magnitude of 100 clock cycles [42]. These parameters are
determined by the power/clock gating process, which are
not optimized in this work. SENoC is compatible with
circuit level techniques that can optimize these parameters
and by integrating them the system performance can be
further enhanced. The sensor and node agent are assumed
to operate in 1 clock cycle [23]. The actual values of the
parameters at runtime are determined based on these basic
assumptions and the runtime conditions during simulation.
The detailed timing analysis can be found in the supple-
mentary file, available online.

6.2 Implementation and Simulation Setup

The simulations are based on the MPSoC P/G noise
simulation and analysis platform, which is described in
more detail in Section 4 and [33]. The P/G noise analysis
platform is built up with HSPICE and C. Scheduling
algorithms are implemented with C, Matlab, and SystemC,
respectively. The experiments are performed on a server
with 2 Intel Core2 Xeon and 8 GB memory. The simulations
assume that the average power consumption of a single PU
is 30 mW, and the area of a single PU is 660 �m� 660 �m.
Based on the HSPICE simulation results using 45 nm
standard logic cells, the noise toleration of Vdd � Vss is set
to be 100 mV, and hence Vsafe is set to be 700 mV. The
corresponding impact range IRðpÞ of each attacker p is
derived for 4*4-core to 8*8-core MPSoCs. The P/G network
RLC parameters are obtained from the PTM interconnect
model [34]. The power consumption of the monitoring
network for an 8*8 MPSoC is estimated to be 38.1 mW using

HSPICE simulation, including all the sensors, node agents
and the TM. It introduces around 1.9 percent overhead to
the total power consumption.

We adopt four basic topological structures of tasks to
make comparisons:

1. TASKNC . Tasks with no correlation,
2. TASKSP . Several sequential tasks in parallel,
3. TASKTT . Tree-connected tasks,
4. TASKFC . Fully correlated tasks (a connected DAG

with multiple inputs and multiple outputs).

What’s more, for task numbers of 60 and 80, we adopt two
substructures for each task set of TASKSP , TASKTT , and
TASKFC : structure expanded by depth (designated by a
subscript of d) and by width (designated by a subscript of
w), from 40-task structures.

6.3 Simulation Results

In our simulation, we test MPSoC using SENoC and stop-go

method for 6 to 80 tasks with different task structures. Both

works are at the system level and are compatible with

circuit-level techniques to further optimize system perfor-

mance. The actual execution time is longer than ideal

execution time for all the cases in our study. Difference in

task structures, MPSoC scales, task numbers, and algo-

rithms affects execution time differently. We define ri ¼
TendðSENoCÞ�TendðidealÞ

TendðidealÞ to measure the efficiency of the SENoC

approach, where TendðSENoCÞ and TendðidealÞ denote the

finish time for all the tasks in the SENoC and the ideal case

assuming power gating is not adopted, respectively. To

compare different methods directly, we define rs ¼
Tendðstop�goÞ�TendðSENoCÞ

Tendðstop�goÞ to compare the SENoC and stop-go

methods, where Tendðstop� goÞ denotes the finish time for

all the tasks in the stop-go approach. Results show that the

SENoC helps to achieve an average performance improve-

ment of 26.2 percent on average for an 8*8-core MPSoC. We

estimate the area overhead based on the 45 nm design and

the NoC simulations using NS2 [43]. The area overhead of

the SENoC for the 8*8-core MPSoC is 1.4 percent. More

detailed experimental results for different task structures in

8*8 MPSoC can be found in the supplementary file,

available online.
Fig. 9 shows the performance improvement of MPSoC

using SENoC with 40 tasks under different task structures
and MPSoC scales. The performance improvement in-
creases dramatically as the MPSoC scale increases in
TASKNC . However, for task structures TASKSP ,
TASKTT , and TASKFC , the increase in performance is
not that obvious. The tasks in TASKNC can run in higher
level of parallelism since they don’t have dependency
relation with each other. As the number of processors
increases, the benefits from using the impact range in the
SENoC become more obvious because lower number of
PUs are affected by power gating compared to the
conservative stop-go method. The improvements for
the other task set structures are relatively limited due to
the data dependencies that reduce the tasks and PUs
running in parallel. Generally, the trend of increase in
performance slows down when MPSoC scale increases.
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This is due to the fact that a relatively small number of PUs
can handle the given set of tasks.

Besides, the finish times of TASKCP and TASKPT using
SENoC is reduced drastically in most cases. This indicates
that the SENoC helps reduce the number of power off and
on, thus effectively avoids powering on/off induced P/G
noise. Therefore, a MPSoC can work more safely with
higher reliability by using SENoC.

In order to further verify the effectiveness of the proposed
approach for real-life problems, we develop a cycle-accurate
SENoC simulation model using SystemC [44], and conduct
extensive performance evaluations on several well-known
realistic DSP and multimedia applications [45]. We compare
our solution with the traditional stop-go method on the total
performance. The simulator is built with parameterized
configurations, where parameters like MPSoC size, global
clock frequency, cache size, etc., are adjustable. We construct
a mesh-based MPSoC architecture with 4*4 processing units,
XY routing and wormhole switching protocols. Task
executions are simulated with random execution times
following Gaussian distribution with mean of 80 percent
of their worst case execution times and variance of 0.2. The
global clock frequency is set to 1.25 GHz. The enhanced
scheduling strategies proposed in Section 5.3 are applied for
further performance improvement.

Fig. 10 shows the experimental results given by the
relative performance improvement of our technique over
the traditional stop-go method. Results show that our
approach outperforms the stop-go method by 43.5 percent
on average. There are mainly three reasons for the
improvement. First, sensors are used to detect the safe
voltage level, instead of waiting for the attacker’s postalert
packet, which significantly reduces the time that victims are
in the clock gating state, especially when the network is
congested by traffic transmission which may cause long
delay of packet delivery. Second, the improved power
gating induced P/G noise model reduces the number of
protecting PUs so that the power gating efficiency is
improved. Last, the further improvements benefit from
the more efficient scheduling strategy that helps reduce the
performance overhead induced by power gating and
improve the system resource utilization. Most operations
in the SENoC are actually distributed to the respective PUs
and node agents. The workload of the centralized TM
mainly comes from the lightweight dynamic scheduling
adjustment algorithm (Algorithm 1), which has linear
complexity and can scale to larger number of processors.

The NoC uses virtual channels to deliver control packets in
higher priority than payload packets. This guarantees the
control message delivery between the TM and PUs will not
be delayed by regular data communications. Therefore, the
system can scale well for large applications and MPSoCs.

7 CONCLUSION

This paper proposes a systematic approach, on-chip sensor
network (SENoC), which not only detects reliability threats
and shares related information among PUs, but also plans
and coordinates the reactions of related PUs in MPSoC.
SENoC is integrated with NoC to ensure that critical
information and decision is delivered in a timely fashion.
SENoC is applied to alleviate the impacts of simultaneous
switching noise in MPSoC’s P/G network during power
gating. Based on the detailed noise behaviors under
different scenarios derived by our circuit-level MPSoC P/
G noise simulation and analysis platform, it shows that
SENoC helps to achieve on average 26.2 percent perfor-
mance improvement compared with the traditional stop-go
method with 1.4 percent area overhead in an 8*8-core
MPSoC in 45 nm. With the enhanced scheduling techniques
applied to offset the overheads of power gating related
operations and optimize the total system performance, a
higher improvement of 43.5 percent is observed for a set of
real-life applications by architecture-level cycle-accurate
simulations based on SystemC.
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