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The efficiency of collaboration among processors is a critical design metric for multiprocessor systems-
on-chip (MPSoCs). It is the communication architecture that determines the collaboration efficiency on
the hardware side. Optical NoCs, which are based on optical interconnects and optical routers, offer a
new approach to empowering ultra-high bandwidth with low power consumption. In this paper, we
provide a detailed study on the floorplans of optical NoCs in two popular two-dimensional topologies:
mesh and torus. The study covers important design metrics for mesh and torus-based optical NoCs, such
as the number of waveguide crossings in the floorplan and the number of paths and hops. We summarize
the results into equations, taking all the dimensional cases into consideration. Based on this study, as well
as the properties of the XY routing algorithm, we propose several approaches to optimize the power
efficiency of optical NoCs by minimizing the number of waveguide crossings in the floorplan. We show
the optimization procedures for torus-based optical NoCs in all possible cases. Comparison results show
that the floorplan optimization reduces waveguide crossings significantly within the entire network as
well as in longest paths. As is suggested in this paper, the number of waveguide crossings represents
power loss in the optical NoC. By minimizing the number of waveguide crossings in the optimized floorp-

lans, the energy efficiency of the optical NoC is improved than the original designs.

© 2012 Published by Elsevier B.V.

1. Introduction

On-chip communications are facing new challenges in the giga-
scale multiprocessor system-on-chip (MPSoC) paradigm [1-3]. The
number of transistors on a single chip has increased to billions or an
even larger number because of the development of nanoscale CMOS
technologies. Traditional on-chip communication techniques for
MPSoCs have encountered several issues, such as poor scalability,
limited bandwidth, and low utilization [4-6]. Networks-on-Chip
(NoCs) were proposed to relieve these issues by taking advantage
of modern networking theories for on-chip communications [1].

As semiconductor technologies continually scale the feature
sizes down, metallic interconnects with limited bandwidth and
high power dissipation are becoming the bottleneck of electronic
NoCs. Traditional electronic NoCs may not satisfy the bandwidth
and latency requirements of future gigascale MPSoCs within
restricted power budget. Optical interconnections have demon-
strated their strength in multicomputer systems, on-board inter-
chip interconnect, and switching fabrics in core routers, etc. Optical
NoCs (ONoCs), which are based on on-chip optical routers and opti-
cal interconnects, are a promising candidate to overcome the
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limitations of traditional metallic-interconnect based electronic
NoCs. Regular topologies, such as mesh and torus, are attractive
for NoC designs because of the simplicity and predictable scalability
in terms of performance and power consumption [7-9]. Different
from mesh topology, torus takes advantage of the wrap-around
links among edge nodes to offer better path diversity and load
balance.

Optical NoCs offer a new approach to empowering ultra-high
bandwidth with low power consumption. With certain device
technologies, the power efficiency of the optical NoC is mainly gov-
erned by the optical power loss that is encountered by the light sig-
nals along the path. A large number of waveguide crossings in an
optical transmission path would result in significant optical power
loss. To minimize power loss in optical NoCs, it is desired to reduce
the number of waveguide crossings within the whole network. The
subject of this work is the analytical analysis of important charac-
teristics of mesh and torus topologies based optical NoCs. The study
covers important design metrics for optical NoCs, such as the
number of waveguide crossings in the floorplan and the number
of paths and hops. We summarize the results into equations, taking
all the dimensional cases into consideration. Based on the study, as
well as the properties of the XY routing algorithm, we propose
better floorplans than the existing solutions by reducing the num-
ber of waveguide crossings in the network. In our terminology,
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the network topology is logical topology, which refers to the logical
connections between nodes. It does not give information about the
actual physical layout of the network. Floorplan refers to the exact
physical arrangement of nodes and their connecting links in the
network. There can be many different floorplans for the same topol-
ogy. In this work, we optimized the physical floorplan for torus-
based optical NoCs by carefully arranging waveguides and I/O ports
of optical routers. The floorplan optimization reduces the total
number of waveguide crossings within the whole floorplan, as well
as the number of waveguide crossings in longest paths. Comparison
results show that the optimized floorplans of torus-based optical
NoCs have less waveguide crossings than the original designs,
regarding whether the total number of waveguide crossings within
the whole floorplan or the number waveguide crossings in longest
paths. Since the number of waveguide crossings affects the power
loss of packet transmitted in the network, the power efficiency of
packet transmission is optimized through floorplan optimiza-
tions.

The rest of paper is organized as follows. Section 2 and 3 covers
the study on mesh and torus networks respectively. In Section 4,
several approaches are proposed to optimize the floorplan of
torus-based ONoCs. The optimized flooprlans are evaluated by
comparing with the original designs in terms of the number of
waveguide crossings. Section 5 shows the simulation results and
analyzes the performance of the optimized floorplans. Section 6
concludes the paper.

2. Related work

Several on-chip optical interconnection networks have been
proposed based on mesh or torus topologies. Shacham et al. pro-
posed a circuit-switched augmented folded torus network inter-
connected by 4 x 4 optical switches [10]. Gu et al. proposed a
mesh-based optical NoC with low power loss and cost [11]. In
order to facilitate local traffic, some photonic NoC architectures
are designed to utilize electrical interconnect for fast local
switching. Batten et al. proposed an optical NoC with global
crossbar topology, where processing cores and DRAM are divided
in sub-mesh and connected with a hybrid opto-electrical global
optical crossbar [12]. Vantrease et al. proposed a clustered opti-
cal interconnection network Corona, with broadcasting support
[13]. Pan et al. proposed two novel optical architectures for glo-
bal communication, including Firefly [14] and a further improved
architecture Flexishare [15]. Mo et al. proposed a hierarchical
hybrid optical-electronic NoC based on mesh topology [16]. Kir-
man et al. proposed a hierarchical opto-electrical system, where
an optical ring with WDM support is used to connect electronic
clusters [17]. Ouyang et al. proposed a quality-of-service frame-
work for optical NoCs based on frame-based arbitration [18]. Le
Beux et al. presented a contention-fee optical ring NoC (ORNoC)
[19]. Zhang et al. proposed a torus-based optical NoC architec-
ture GTON-XII, where data are transmitted in packet switching
with multiple wavelengths [20]. Ye et al. systematically modeled
and quantitatively analyzed the thermal effects in optical NoCs
[21].

In optical NoCs, waveguide crossings introduce insertion loss
for passing signals. Although the insertion loss per waveguide
crossing is small (about 0.12 dB [22]), a large number of crossings
in the optical path may lead to significant power loss. To improve
the power loss in optical NoCs, it is desired to reduce the number of
waveguide crossings within the whole network. This can be done
by improving the structure of optical routers. Low-loss optical rou-
ters with reduced number of waveguide crossings inside the
switching fabric were proposed in [23,24]. This work is based on
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Fig. 1. An 8 x 8 2D mesh-based optical NoC.

the optimized non-blocking routers proposed in [24], which has
the least power loss than other router designs so far. Besides the
optimization of optical router structures, some research work has
also been done on the network topology in order to improve the
insertion loss. Chan et al. [25] proposed improved topology for
the torus network proposed in [10]. The improved topology re-
duces the overall insertion loss of waveguide crossings. In this
work, we present a detailed study on the floorplan of mesh and
torus-based optical NoCs. We provide equations serving as tools
to evaluate the characteristics and performance of mesh and
torus-based ONoCs in terms of the numbers of paths, hops, and
waveguide crossings. All kinds of dimensional conditions of the
networks have been taken into consideration during analysis. For
torus networks, both the unfolded and folded scenarios are ana-
lyzed. Based on this study, as well as the properties of the XY rout-
ing algorithm, we propose several approaches to optimize the
power efficiency of optical NoCs by minimizing the number of
waveguide crossings in the floorplan.

3. Mesh floorplan analysis
3.1. Mesh path analysis

An 8 x 8 2D mesh-based ONoC is shown in Fig. 1. For a packet
transmission in an M x N mesh, we define the coordinates of the
source to be (x;,y;), the coordinates of the packet destination to
be (x;,y;), with x;, x; € [1] and y;, y; € [1]. The route each packet
takes from the source to the destination is defined as a path. We
use XY routing (two-dimensional order routing) for path selection
in mesh and torus-based ONoCs [26]. It is a low-complexity dis-
tributed algorithm without any routing table, and is particularly
suitable for mesh or torus networks. Each packet is routed first
in X dimension until it reaches the node in the same column with
the destination, and then along the perpendicular Y dimension to
the destination. Destination address is the only information re-
quired to find the next hop on a path. This simplicity reduces the
control logic of the router, and helps reduce the energy consumed
by routers for routing decisions.

The total number of possible paths with XY routing in the M x N
mesh is Npgn = MN(MN — 1). For each router, along its X and Y
directions, there are M + N — 2 different paths without any turning.
Hence for all the M x N routers in the mesh, the number of paths
with no turning is Nyath_no_sum = MN(M + N — 2).

In a path, every step takes from one router to the next is defined
as a hop. The total number of hops in all possible paths is shown in
Eq. (1).
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It can be found that there are 2 k pairs of x; and x; which are
M — k hops apart from each other, with k=1, 2, ..., M — 1. For in-
stance, there are four pairs of x; and x; that it takes them M — 2
hops to reach each other. This principle also holds for y; and y; in
vertical direction. By applying this principle, Eq. (1) is simplified.
Then we obtain the average number of hops in a path is
Hype = (M + N)/3~

3.2. Mesh loss analysis

Different types of power loss shall exist in an optical path in
optical NoCs. One major type is the loss induced within an optical
router. Fig. 2 shows the optimized non-blocking OXY optical router
[24]. The five bidirectional ports include injection/ejection, east,
south, west and north ports. They are aligned to their intended
directions so that no extra waveguide crossing will be incurred
in the floorplan. Input and output of each port are also properly
aligned. The injection/ejection ports are used to connect the opti-
cal/electronic (O/E) interface. Conversions between electronic and
optical domains are facilitated by the O/E interface, which handles
serialization, O/E conversions and deserialization. Microresonators
are used in the router to perform the switching function. As shown
in Fig. 2, each microresonator is coupled to two waveguides. Mic-
roresonators has different on-state and off-state resonance wave-
lengths. If the input light has the same wavelength with the
microresonator, it would be coupled into the microresonator and
directed to the other waveguide. Otherwise, the light would prop-
agate directly along the input waveguide. Multiple microreson-
ators are combined together in the router to implement the 5 x 5
switching function. By turning on or off microresonators properly,
the injected optical signal can be controlled to propagate from an
input port to an output port. When a light passes through the rou-
ter, optical power loss would be induced by the microresonators
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Fig. 2. Port structure of OXY optical router.

and waveguide crossings in the path. For a microresonator fabri-
cated based on silicon waveguide with cross-section 500 x
200 nm, the insertion loss is about 0.5 dB [27]. Each waveguide
crossing introduces about 0.12 dB insertion loss to the passing
optical signals [28]. In current technology, waveguide propagation
loss is about 0.17 dB/mm [29]. Table 1 shows the optical power
loss when the light signal passes through the OXY router. We use
alphabetical letters as subscripts to represent the input/output
ports of the routers. For example, L,z represents the optical power
loss from the Injection port to the East port. Ly is the optical
power loss from the West port to the East port. Lg; represents
the optical power loss from the South port to the Ejection port.
We use Ly to represent the waveguide propagation loss within
one hop.

The longest paths refer to the paths that take M + N — 2 hops in
an M x N mesh with XY routing algorithm. There are particularly
four such paths: —71, 1+, —|, |<. By taking the average of loss
in these four paths, we can obtain the average loss in the longest
paths in

L=(M+N-=2)Lw + [2(M = 2)(Lwe + Lew) + 2Ling + 2Linw
+ Lwn + Leny + Lws + Lgs + 2(N — 2)(1.5)\1 + LNs) + ZLSEj
+ 2Lng/4 (2)
Suppose K = MN, Eq. (2) can be transformed to Eq. (3). As differ-
ent losses going through a router are generally close to each other,
we approximate them into a common term Lo. c is a constant
L=(M+K/M—2)Ly + [4Lo(M + K/M — 4) + Lgs + 2Lg;
+ 2Lng + 2Limw + Lwn + Len + Lws + 2Lng]/4
=M+K/M-2)Lyw + (M +K/M—-4)Ly+c¢ 3)
The average loss in the longest paths in Eq. (3) is minimized
when M=N=K%%)=a. The result of the minimum is shown in
Eq. (4) and Fig. 3
L= (261 — 2)LW + [ZLIHE + 2Lmw + Lwn + Leny + Lws + Lgs
—+ 2((1 — 2)(LWE + Lgw + Loy + LNs) + 2L5§j + 2LNEj]/4 (4)
We divide the average loss in paths into Egs. (5)-(7) in order to
make the calculation less complex. L;, represents the average opti-
cal power loss when the light is injected to the first router. Ly rep-
resents the average waveguide propagation loss along the path. Lgr
represents the average optical power loss in all the intermediate
routers in the path. Lg represents the optical power loss when
the light is ejected by the last router at the destination
Ly = 2Linw + 2Ling 4 Linn + Lins) /6 (5)
Lwe = (M +N)Lw/3 (6)

Lwe + Lew + Lys + L.
LRT:(P0+HHUE_2)' WE EW NS SN

4
Lwy + Len 4 Lws + Les
+(1-Po)- 3 )

LEj = (ZLNE]‘ + 2L55j + LWEj + LEEj)/G (8)
Table 1
Loss (in dB) when passing through a router using different I/O ports.

I/O Port North West South East Ejection

North NA 1.05 0.48 1.04 0.5

West 0.98 N.A. 0.74 0.36 0.74

South 0.36 1.54 NA 1.22 0.98

East 0.74 0.48 0.98 NA 0.98

Injection 0.74 0.5 0.98 0.98 NA
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Fig. 3. Minimum average loss in longest paths.

In Eq. (7), Py is the probability that the path has no turning.
Assuming each path has equal chance to be taken by the packets,
Py can be calculated as

PO _ Npath_na_turn _ (M+N _ 2)/(MN7 1) (9)
Npath
By summing up all the partial losses, we can obtain the average
loss in a path as in Eq. (10). Similar to our previous discussions, by
substituting M with K/N, we can have Eq. (10), where c is a con-
stant. Fig. 4 is a three-dimensional plot showing the loss in dB by
specifying the losses shown in Table 1

Lave = Lin + Lgj + Lwg + Lgr
= [(K+2)(Lwe + Lew + Lns + Lsy) + 4(K — 1)Ly — 3(Lww

N+K/N
+ Len + Lws + Lgs)] 'W-I—C (10)
Assuming K> 1, it is very likely that (K+2)

(Lwe + Lew + Lns + Lsn) — 3(Lwn + Len +Lws + Les) +4(K — 1)Lw > 0,
since different losses going through a router are close to each
other. Based on this assumption, the minimum average loss could
be achieved by minimizing the term N + K/N when M = N = K°5 = q,
as shown in Eq. (11) and Fig. 5.

Linw + Ling + LSEj + LNEj + 2alw

LAue = 3
a(a —2)(Lwe + Lgw + Lns + Lon)
6ar1)
((1 — 1)(LWN + LEN + LWS + LES)
4(a+1)
N Liny + Lins g Lwgj + Leg (11)

6-
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s

Fig. 4. Average optical power loss in paths in M x N 2D mesh.
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Fig. 5. Minimum average loss in paths.

4. Torus floorplan analysis

Torus topology (Fig. 6) are attractive because of the better path
diversity than mesh. Similar to our previous discussions on mesh-
based optical NoCs, we define the coordinates of the packet source
to be (x;,y;), the coordinates of the packet destination to be (x;,y;),
withx;, x; €[1]andy,y; €[1]. Compared with the unfolded torus,
folded torus achieves more balanced hop latency and avoids extra
energy consumption in the wrap-around channels. For the analysis
in this section, the unfolded torus and folded torus should have the
same results in the analysis of the number of hops or paths.

4.1. Number of hops

We have already got the number of hops in all possible paths in
an M x N mesh-based optical NoC with XY routing (Eq. (1)). To cal-
culate the total number of hops in all possible paths in an M x N
torus network, we could simply deduct the number of hops that
are reduced by the torus structure from the total number of hops
in the M x N mesh.

4.1.1. When both M and N are odd

The number of hops that are reduced by the torus structure is
the sum of the hops reduced in X dimension and in Y dimension.
When both M and N are odd, the number of hops that are reduced
in X dimension is shown in Eq. (12), and the number of hops that
are reduced in Y dimension is shown in

X=2[(M=1)=1]+4[(M—-2)=2]+...+ (M -1)[(M
+1)/2-(M-1)/2]
=MM?* -1)/12 (12)
Y = N(N* —1)/12 (13)

Then the total number of hops in M x N torus is calculated in
MN(MN —1)(M + N)
3
~ MN*(M? — 1) + M?N(N* - 1)

B 4

H= — N?X — MY

(14)

4.1.2. When M is even and N is odd

In M x N torus, when the number of routers in a dimension is
even, there would be cases where two paths between a pair of rou-
ters have the same number of hops. To be specific, if the number of
routers in a dimension is k which is even, the number of extra
paths within this dimension alone is also k, when compared to
the mesh with the same network size. When M is even and N is
odd, the number of hops that are reduced in X dimension is as in
Eq. (15), whereas in the Y dimension the result is the same as in
the previous case (Eq. (13)).
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X=2[(M=1)=1]+4[(M—=2)=2]+...+(M—=2)[(M
+1)/2-(M-1)/2]
=M(M? — 4)/12 (15)

For each router, where the extra paths change directions, the
expression of the number of extra hops H,, is obtained in Eq. (16).

Hx=C2M+N+1)(N-1)/4+M/2 (16)
Then the total number of hops is calculated in
MN(MN - 1)(M + N)

3

MN(MN? + M?N — M + 2MN + N* — 1)
= a (17)

H= + MNH,, — N?°X — MY

4.1.3. When both M and N are even
When both M and N are even, by applying similar methods, the
expression of the total number of hops is shown in

MN((M + N)(MN + M + N + 2) + 2MN)

H= 1

(18)

4.2. Number of paths

For M x N mesh, the number of paths that are uniquely deter-
mined by the XY routing algorithm is as Eq. (1). For M x N torus,
when the number of routers in a dimension is even, there would
be cases where two paths between a pair of routers have the same
number of hops. To be specific, when the number of routers in a
dimension is k which is even, the number of extra paths within this
dimension alone is also k. Table 2 shows the total number of pos-
sible paths in a M x N torus with XY routing. For a router in M x N
mesh, there are M — 1 and N — 1 different paths in its correspond-
ing X and Y directions without turning. For torus network with the
same size, when M or N is an even number, there would be one ex-
tra path for each router. Hence for all the MN routers in torus, the
number of paths without turning can be obtained as in Table 2.

Table 2
The number of paths in M x N torus with XY routing.
N path N, path_no_turn
M, N are odd MN(MN - 1) MN(M +N - 2)
M is even, N is odd MN(MN — 1) + MN? MN(M +N —1)
M, N are even MN(MN + M + N) MN(M +N)

4.3. Average number of hops in a path

The average number of hops in a path can be simply obtained by
dividing the total number of hops in all possible paths by the total
number of paths.

When both M and N are odd

MN*(M? — 1) + M°N(N* —~1) M +N
4MN(MN — 1) T4

When M is even and N is odd

Have =

MN? + M2N — M + 2MN + N> — 1
Hape = (20)
4MN(MN +N — 1)

When both M and N are even

(M? +2M)(N + 1) + (N* + 2N)(M + 1)
AMN(MN + M + N)

Hape = (21)

4.4. Number of hops in longest paths

In M x N mesh with XY routing, it takes M + N — 2 hops in each
longest path. In torus with the same network size, the number of
hops in a longest path is reduced by the wrap-around links be-
tween edges routers. When both M and N are odd, the number of
hops in a longest path is (M + N)/2 — 1; when M is even and N is
odd, the number of hops in a longest path is (M + N)/2 — 0.5; when
both M and N are even, the number of hops in a longest path is
(M+N)/2.

5. Torus network optimizations

With certain device technologies, the power efficiency of optical
NoC is mainly governed by the optical power loss that is encoun-
tered by the light signals along the path. Waveguide crossings in
optical NoCs do not affect the bandwidth, but cause more loss
and power consumption during packet transmission. Each wave-
guide crossing introduces about 0.12 dB insertion loss to the pass-
ing optical signals [28]. To minimize power loss in optical NoCs, it
is desired to reduce the number of waveguide crossings within the
whole floorplan. However, the topology of an optical NoC may not
directly indicate the optimal physical floorplan. In order to reduce
waveguide crossings in the network level, we optimize the floorp-
lans for both the unfolded and folded torus-based optical NoCs by
rearranging the waveguides and I/O ports of the optical routers.
The optimized floorplans maintain the connection property
showed in the unfolded and folded torus topologies, but minimize
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the number of waveguide crossings in physical implementations.
The floorplan optimization targets general applications. It reduces
the number of waveguide crossings within the whole floorplan, as
well as the number of waveguide crossings in the longest paths.
The optimization is applicable to torus-based optical NoCs with
any task mapping and traffic patterns. And the optimized floorp-
lans can be directly used to physically implement a torus-based
optical NoC on a chip.

5.1. Unfolded torus optimizations

In M x N unfolded torus topology (Fig. 6), the total number of
waveguide crossings within the whole network is
3MN — 4M — 4N + 8. One method to reduce the waveguide cross-
ing is by rearranging optical waveguides. There could be multiple
ways to rearrange the waveguides, but with the same crossing
reduction effects. For all the cases in an M x N unfolded torus, after
the optimization, the minimum number of total crossings is re-
duced to MN. The network can be further optimized by switching
the I/O ports of the optical routers and the minimum number of to-
tal crossings becomes MN — 2 - max(M, N).

Fig. 7 and Fig. 8 show that waveguide crossings in the unfolded
torus-based optical NoC are reduced effectively through floorplan
optimization. In an 8 x 8 unfolded torus-based optical NoC, the to-
tal waveguide crossings number in the topology is 136, and the
optimized floorplan reduces it to 48. The reduction can be even
more effective when M and N are getting large. In an 16 x 16 un-
folded torus-based optical NoC, the total waveguide crossings
number in the topology is 648, and the optimized floorplan re-
duces it to 224.

To better illustrate the optimization methods, we consider all
possible floorplans and find the optimized one with the minimum
number of waveguide crossings. When M and N are both odd, the
optimization method is shown in Fig. 9, where (a)-(d) are four pos-
sible cases for a 3 x 3 unfolded torus. We find that the minimum
number of waveguide crossings in the 3 x 3 unfolded torus is 3
(figure b-d). When M is even and N is odd, the optimizations for
different possible structures are illustrated in Fig. 10 with the
4 x 3 unfolded torus as examples. In this case, the minimum num-
ber of waveguide crossings is 4 (figure a and e). When both M and
N are even, the optimization method is illustrated in Fig. 11, with
the 4 x 4 unfolded torus as examples. We find that the optimized
floorplans (figure b and c) have eight waveguide crossings, which
is the minimum in all the possible four floorplans. After the optimi-
zation, the change in network area is negligible. The longest wave-
guide is nearly half of the chip perimeter, and the corresponding
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Fig. 7. The total number of waveguide crossings in M x N unfolded torus-based
optical NoC.
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Fig. 8. The number of waveguide crossings reduced by floorplan optimization in
M x N unfolded torus-based optical NoC.

latency is about 0.232ns (assuming that the chip size is
10 x 10 mm, the refractive index of the waveguide is 3.48). Since
the 0.232 ns latency in the longest waveguide is well within one
clock cycle (0.8 ns, assume that the electronic part of the optical
NoC works at 1.25 GHz), the performance would not be affected
by the floorplan optimization. Compared with the unfolded torus,
the folded torus achieves more balanced link latency.

5.2. Folded torus optimizations

The methods of floorplan optimization for folded torus are sim-
ilar to those of unfolded torus. In order to compare the loss perfor-
mance between the original topology and the optimized floorplan,
we will analyze the total number of waveguide crossings within
the whole network and the number of waveguide crossings in
the longest paths. Different longest paths may have different num-
ber of waveguide crossings. We will give the maximum number of
waveguide crossings that are possible in longest paths, as well as
the average number of waveguide crossings in longest paths. For
the folded torus, we find that the number of waveguide crossings
depends on not only M and N but also their parities due to different
network arrangements. Table 3 summarizes the total number of
waveguide crossings in the original topology and the optimized
floorplan. Table 4 summarizes the maximum number of waveguide
crossings in longest paths.

5.2.1. When both M and N are even

In the original design of the folded torus structure, which is
illustrated in Fig. 6B, the total number of waveguide crossings in
the whole network is 3MN — 2M — 2N. In this network, there are
many longest paths as we have previously defined. Among these
paths, we can find one or several which have the most waveguide
crossings. A longest path may have 1.5(M + N) — 2 waveguide
crossings at most. Next we will analyze the average number of
waveguide crossings in longest paths under different conditions.
For any router in the folded torus that is acting as the packet sen-
der, we can always find at least one longest path. When there are
multiple choices of the longest path, we can always choose the
one with the most waveguide crossings. Here we define this behav-
ior as the worst case. On the other hand, we can also choose the
longest path with the least number of waveguide crossings, and
define this behavior as the best case. When all the possible longest
paths are taken into consideration, we can then calculate the aver-
age number of waveguide crossings in the longest paths within this
network. For consistency, we would like to define the result as the
average case.
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Fig. 10. Optimizations for a 4 x 3 2D unfolded torus with seven different possible structures.

We divide the calculations for the average number of wave- 3MN(M + N) — (M? + N?) ) 2
guide crossings in longest paths in the worst or best cases further Cw = 2MN - (22)
into sub-cases under different dimensional conditions: when both 3MN(M + N) — (M? + N* — 4)

M/2 and N/2 are even numbers, or when M/2 is even and N/2 is odd, Cwe = IMN -2 (23)
or when both M/2 and N/2 are odd numbers. The results for the R 2
worst cases are shown in Eq. (22), Eq. (23), and Eq. (24) Cuwz = 3MN(M + N)ZMI(\IM +N"-8) -2 (24)

correspondingly
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Fig. 11. Optimizations for a 4 x 4 2D unfolded torus with four different possible structures.

Table 3
The total number of waveguide crossings in an M x N folded torus.

Original topology Optimized floorplan

M, N are even
M is odd, N is even
M, N are odd

3MN —2(M + N)
3MN — 2(M + N) +2
3MN - 2(M + N) +2

3MN — 4(M + N)
3MN — 4(M +N) +2
3MN — 4(M + N) +2

Table 4
The maximum number of waveguide crossings in longest paths.

Original topology Optimized floorplan

M, N are even 1.5(M+N) — 1.5(M+N) -4
M is odd, N is even 1.5(M+N) — 1.5(M+N)-5.5
M, N are odd 1.5(M+N) — 1.5(M +N) -7

The results for the best cases are presented in Eq. (25), Eq. (26),
and Eq. (27) correspondingly for different dimensional conditions.

_ 3MN(M +N) — 3(M? + N?)
Cpt = SN -2 (25)
3MN(M + N) — 3(M? + N*) — 4
G =2 )21\/11\(1 2 20)
3MN(M +N) —3(M? + N*) -8
Cps = ( )21\/11\(1 )-8 , (27)
The average case can be calculated as Eq. (28).
3MN(M + N) — 2(M? + N?
Cppe = MM 22Ny 28)

The methods of floorplan optimization for the folded torus are
the same as those applied to optimize the unfolded torus networks.
As shown in Fig. 12, some optical waveguides between the routers
are rearranged, and then the I/O ports of the routers (particularly,
the routers on the boundaries) are switched. Optical waveguides
are further rearranged in the last step, where there is no waveguide
crossing reduction involved. However, this step is necessary not
only because it makes the whole floorplan neat, but because it
eliminates extra waveguide bending loss induced by the previous
port switching.

The following analysis is similar to our previous discussions.
The total number of waveguide crossings in the optimized floor-

miNC R ]
i

Fig. 12. Optimization procedure for a 4 x 4 2D folded torus.

plan of the M x N folded torus network is reduced by 2(M + N)
to 3MN — 4M — 4N. The maximum number of waveguide crossings
that are possible in longest path is reduced to 1.5(M + N) — 4.

For the average number of waveguide crossings in longest paths
in the worst case, Eqs. (29)-(31) are the results corresponding to
different dimensional conditions: when both M/2 and N/2 are even
numbers, when M/2 is even and N/2 is odd, and when both M/2 and
N/2 are odd numbers

3MN(M + N) — 4(5M + 5N — 12)

Cot = SN —4 (29)
_ 3MN(M + N) — 4(5M + 6N — 12)

Con = SN —4 (30)
~ 3MN(M +N) — 4(6M + 6N — 12)

v = — -4 G31)

Eqgs. (32)-(34) are the average number of waveguide crossings
in longest paths in the best case
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3(M+N) 2(M?>+N?>)—6(M+N)-38

Oy =22 M8 g (32)
3(M+N) 2(M*+N*)—6M—4N-38

Cp = 2N 2N 25 -8 (33)
3(M+N) 2(M*+N?>)—4(M+N)-38

Cos = ( . )2 )MN( )-8 ¢ (34)

The average number of waveguide crossings in longest paths is
as Eq. (35)

(3MN + 8)(M + N) — 4(M* + N?)
2MN

Cave = -6 (35)

5.2.2. When M is odd and N is even

In the original structure of a M x N folded torus, when M is odd
and N is even, the total number of waveguide crossings in the
whole network is 3MN — 2M — 2N + 2. The maximum number of
waveguide crossings that are possible in longest path is
1.5(M+N) —2.5.

In order to obtain the average number of waveguide crossings
in longest paths, we also divide the calculations for the worst cases
and the best cases into more detailed cases, based on different
dimensional conditions. However, when performing the case divi-
sion this time, we only need to consider the Y dimension, which
has an even number of routers. In the worst cases, Eq. (36) and
Eq. (37) show the results respectively for N/2 is even or odd.

_3(M+N)-7 2M*+N*—4M-2N

Cin = 3 SN (36)
3(M+N)—7 2M?>+N>—-4M—-14N-6
Cua = ( 2 = 2MN (37)

On the other hand, the corresponding results for the best cases
are shown in

3(M+N)-7 2M*+3N*—4M—4N-6

Cn = 3 VN (38)
_3(M+N)—7 2M*+3N*~4M -6N+6
Crp = 5 - VN (39)

The average number of waveguide crossings in longest paths is
presented in

3(M+N) M’+N-M+N
2 MN

The same floorplan optimization methods are applied to the
folded torus. The optimization procedures for a 5 x 4 folded torus
are shown in Fig. 13. The total number of waveguide crossings in
the optimized floorplan of folded torus is reduced by 2(M + N) to

Cave =

2 (40)

f‘:‘fi -
[‘Q“_b "‘
".‘J —“.-
J":’:

Fig. 13. Optimization procedure for a 5 x 4 2D folded torus.

3MN — 4M — 4N + 2. The number of waveguide crossings in lon-
gest path that has the most waveguide crossings among all the
paths is 1.5(M + N) — 5.5.

For the average number of waveguide crossings in longest paths
in the worst cases, Egs. (41) and (42) show the results for N/2 is
even or odd

3(M+N)—11 6M*+3N°—8M —8N+8

G = 2 2MN 1)
_3(M+N)-11 6M*+3N*—8M — 8N + 18
Cuz = 2 - 2MN (42)

On the other hand, the corresponding results in the best cases
are shown in

3(M+N)—-11 4M* +5N* —6M —6N -6

Cor = 2 2MN (43)
_3(M+N)-11 4M* +5N* —6M — 6N — 10
Coz = 2 - 2MN (44

The average number of waveguide crossings in longest paths is
presented in

3(M+N)—11 5M*+4N* —15M + 7N + 18

Cave = 2 2MN

(45)

5.2.3. When both M and N are odd

When M and N are odd, the total number of waveguide cross-
ings in a M x N folded torus topology is 3MN — 2M — 2N + 2. The
number of waveguide crossings in longest path that has the most
waveguide crossings among all the paths is 1.5(M + N) — 3.

When M and N are both odd, there is only one longest path for
each router as the packet source. Therefore the average number of
waveguide crossings in longest paths can be directly obtained in
Eq. (46), without any need to further divide the calculations in dif-
ferent sub-cases.

3(M+N) M?>+N*—-3M—-3N+2
2 MN B

The same floorplan optimization methods are applied to the
folded torus network. The optimization procedures for a 5 x 5
folded torus are shown in Fig. 14. The total number of waveguide
crossings in the optimized folded torus network is

Cave = 5 (46)

Fig. 14. Optimization procedure for a 5 x 5 2D folded torus.
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3MN — 4M — 4N + 2. The number of waveguide crossings in the
longest path that has the most waveguide crossings among all
the paths is 1.5(M + N) — 7.

The average number of waveguide crossings in longest paths is
presented in

3(M+N) 2(M?+N* —5M—N)+2

Cove = =—5—— o -7 (47)

6. Comparison and analysis

As we analyzed in the above sections, in the original M x N
folded torus topology, the total number of waveguide crossings is
either 3MN — 2(M + N) when both M and N are even numbers, or
3MN —2(M + N) + 2 otherwise. In the optimized floorplan of
M x N folded torus network, the total number of waveguide cross-
ings is either 3MN — 4(M + N) when both M and N are even num-
bers, or 3MN — 4(M + N) + 2 otherwise. The above analysis shows
that waveguide crossings in the M x N folded torus-based optical
NoC can be reduced by 2(M + N) through floorplan optimization.
For example, in an 8 x 8 folded torus-based optical NoC, wave-
guide crossing number in the topology is 160, and the optimized
floorplan reduces it to 128.In a 16 x 16 folded torus-based optical
NoC, the total number of waveguide crossings in the original topol-
ogy reaches 704. The floorplan optimization reduces 64 waveguide
crossings in total. In order to provide a relatively more intuitive
comparison, here we present these results in Fig. 15 and Fig. 16.
The floorplan optimization works better for the unfolded torus-
based optical NoC, with less waveguide crossings than the folded
one. On the other hand, folded torus topology has more balanced
hop length than the unfolded one by folding the whole network.
This advantage is more obvious in the optimized floorplans. In
the optimized unfolded torus-based optical NoC, the longest wave-
guide is nearly half of the chip perimeter and is much longer than
the longest waveguide in the folded one. In current technology,
waveguide propagation loss is about 0.17 dB/mm [29]. In a
10 x 10 mm? chip, the long wrap-around waveguide in the opti-
mized unfolded torus optical NoC will thus induce about 3.4 dB
optical power loss for passing signals. So the unfolded and folded
torus-based optical NoCs have their own advantage and disadvan-
tage, and there is a trade-off between the waveguide crossings
number and the longest waveguide length.

To analyze the number of waveguide crossings in longest paths in
folded torus, we have shown equations for different dimension
cases. The average number of waveguide crossings in longest paths
in M x N folded torus is shown in Fig. 17, with M and N ranging from
4 t020. We can find in Fig. 17 and Fig. 18 that the average number of
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Fig. 15. The total number of waveguide crossings in M x N folded torus-based
optical NoC.
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Fig. 16. The number of waveguide crossings reduced by floorplan optimization in
M x N folded torus-based optical NoC.
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Fig. 17. The average number of waveguide crossings in longest paths in M x N
folded torus-based optical NoC.

waveguide crossings in longest paths are reduced by the floorplan
optimization. The reduction effectiveness depends on the network
scale and the parity of Mand N. Foran 8 x 8 folded torus-based opti-
cal NoC, the average number of waveguide crossings are reduced
from 20 to 15 after floorplan optimization. For a 16 x 16 folded
torus-based optical NoC, the average number of waveguide cross-
ings are reduced from 44 to 38.5 after floorplan optimization.
Fig. 19 shows the worst-case power loss in longest paths in M x N
folded torus after floorplan optimizations. We assume that the
waveguide propagation loss per hop is 0.17 dB, and the waveguide

Number of waveguide crossings
EN

.

Fig. 18. The reduction in waveguide crossings in longest paths through floorplan
optimization for M x N folded torus.
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Fig. 19. The worst-case power loss in longest paths in M x N folded torus after
floorplan optimizaiton.

crossing loss is 0.12 dB. For an 8 x 8 folded torus-based optical NoC
with optimized floorplan, the worst-case power loss in longest paths
is about 8.62 dB. When the network size increases to 16 x 16, the
worst-case power loss is about 16.22 dB.

7. Conclusions

This paper provides a thorough study on the characteristics of
mesh and torus-based optical NoCs. Floorplan optimization meth-
ods are proposed to reduce the number of waveguide crossings in
torus networks. The optimized floorplans of torus-based optical
NoCs prove to have less waveguide crossings than the original topol-
ogy, regarding whether the total number of waveguide crossings
within the whole floorplan or the number of waveguide crossings
in longest paths. As is suggested in this paper, the number of wave-
guide crossings represents power loss within the optical NoC. The
energy efficiency can be improved through floorplan optimizations.
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