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Abstract—Network-on-chip (NoC) can improve the perfor-
mance, power efficiency, and scalability of chip multiprocessors
(CMPs). However, traditional NoCs using metallic interconnects
consume a significant amount of power to deliver high com-
munication bandwidth required in the near future. Optical
NoCs are based on CMOS-compatible optical waveguides and
optical routers, and promise significant bandwidth and power
advantages. In this work, we review different designs of 5x5and
4x4 optical routers for mesh or torus-based optical NoCs, and
compare them for cost of optical resources and optical power
loss. Besides, we use a 8x8 mesh-based optical NoC as a case
study and analyze the thermal-induced power overhead while
using different optical routers. Results show that the number of
switching stages in an optical link directly affects the total optical
power loss under thermal variations. By using passive-routing
optical routers, the maximum number of switching stages in a
XY-routing path is minimized to three, and the thermal-induced
power overhead in the optical NoC is less than the matched
networks using other routers.

Index Terms—Chip multiprocessor, optical network-on-chip,
optical router.

I. I NTRODUCTION

With the burgeoning complexity of multiprocessor systems,
such as chip multiprocessors (CMPs), tens and even hundreds
of processor cores are required to be integrated on a single
chip. The performance of chip multiprocessors is determined
not only by the performance of individual processors, but
also by how efficiently they collaborate with one another.
Network-on-chip (NoC) has become an alternative communi-
cation architecture for pursuit of high performance and power
efficiency [1]–[5]. Supported by advances in fabrication and
integration of on-chip CMOS compatible optical components,
optical NoCs become an attractive candidate to breakthrough
the limitation of metallic interconnects in electronic NoCs.
Optical NoCs are based on optical routers, optical waveguides
and O/E interfaces. The technological and device aspects of
a source-based optical link using heterogeneous integration
for on-chip data transport was first presented in [6]. Some
currently available technologies such as wavelength-division
multiplexing (WDM) [7], [8] can be used in optical NoCs
to increase the waveguide bandwidth. Regarding energy ef-
ficiency, it is predicted that monolithically integrated optical
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components will provide the path to the TB/s I/O data rates
with near 1pJ/bit [9].

For on-chip optical routers, microresonators (MRs) are
widely used as a wavelength-selective optical switch to per-
form the switching function. Silicon MRs of small size (5µm
radius) have been demonstrated. The fabrication is based on
silicon waveguide with cross-section500nm × 200nm and
the insertion loss is about0.5dB [7]. It was indicated that the
DC power consumption of a 12µm-diameter MR is on the
order of 20µW [8]. Based on the switching function of MRs,
several 5x5 optical routers have been proposed for routing
in mesh or torus-based optical NoCs [10]–[16]. Cygnus is a
low-power non-blocking 5x5 optical router [10]. It uses 16
MRs, six optical waveguides and two optical terminators to
implement a 5x5 switching function. Since the waveguides
intersect with each other, there are 13 waveguide crossings
inside the Cygnus switching fabric. Waveguide crossings in
optical NoCs do not affect the bandwidth, but cause more
loss and power consumption during packet transmission. Each
waveguide crossing introduces about0.12dB insertion loss to
the passing optical signals [8]. Although the loss per crossing
is small, a large number of crossings in the optical transmission
path may lead to significant power loss. Router architectures
should be designed to minimize the number of MRs and
waveguide crossings while maintaining necessary switching
functions. In this work, we compare different 5x5 optical
routers for their cost of optical resources, e.g., the number
of MRs, waveguide crossings, and optical terminators. We
also study the thermal effect on a 8x8 mesh-based optical
NoC while using different optical routers and show the power
overhead of the NoC due to thermal variations. Results show
that the number of switching stages in an optical link directly
affects the total optical power loss under thermal variations.
By using passive-routing optical routers, e.g., Cygnus, the
maximum number of switching stages in the XY-routing
optical mesh is minimized to three.

The rest of the paper is organized as follows. Section II
shows the comparison of different 5x5 optical routers for
mesh-based optical NoCs. Section III reviews several designs
of 4x4 optical routers. In Section IV, we use a 8x8 mesh-
based optical NoC as a case study and analyze the thermal-
induced power overhead while using different optical routers.



Conclusions are drawn in Section V.

II. 5X5 OPTICAL ROUTERS

Optical routers for optical NoCs are built from two types
of basic 1x2 optical switching elements (Figure 1), both of
which consist of two optical waveguides and one MR. Light
signals can propagate along the waveguide and/or be switched
to another direction by the MR. MR has different on-state and
off-state resonance wavelengths. The basic elements achieve
1x2 optical switching functions by powering on or off the
MR. When powered on, the MR has an on-state resonance
wavelengthλon. For an input optical signal with a center
wavelengthλon, it would be coupled into the MR and directed
to the drop port. If the MR is in turned off and has a off-state
resonance wavelengthλoff , the input optical signal would
propagate directly to the through port. Multiple basic switching
elements may be combined together to implement predefined
switching functions. By turning on/off MRs properly, the
injected optical signal can be controlled to propagate from
an input port to any output port.
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Fig. 1. Basic 1x2 optical switching elements

Figure 2 shows a 5x5 strictly non-blocking optical router
Cygnus [10]. The five bidirectional ports include injec-
tion/ejection, east, south, west and north ports. They are
aligned to their intended directions so no extra crossings will
be incurred in the floorplan. Input and output of each port are
also properly aligned. The injection/ejection ports are used to
connect the processor core through an O/E interface. Cygnus
uses 16 MRs to implement a 5x5 switching function. The
5x5 non-blocking crossbar allows five concurrent transactions
if there is no contention for the same output port. MRs
used in Cygnus are assumed to be resonating at the 1550nm
band when they are turned on. The fabrication is based on
silicon waveguide with cross-section500nm×200nm and the
insertion loss is about0.5dB [7]. The MR has a diameter of
about10µm. Optical terminator is an important but expensive
device used in the open end of an optical link. Its function
is to absorb light and prevent light from returning to the
transmission line. In a 5x5 optical crossbar, five horizontal
waveguides are crossed with five vertical waveguides. Each
waveguide has two ends, one of which is used as input/output
and another is open-ended. As a result, ten optical terminators
are needed for a 5x5 optical crossbar, with one in each
waveguide open end. Cygnus reduces the number of optical
terminator to two.

Another important feature of Cygnus is that it can passively
route optical signals. By passive routing, we mean that Cygnus
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Fig. 2. 5x5 optical router Cygnus [10] and Crux [11]

does not need to turn on any MR if an optical signal travels
in the same dimension through the router, such as from north
to south, or from west to east. Only one MR will be powered
on if an optical signal turns from one dimension to another
dimension or uses the injection/ejection port. Regardlessof
the network size, at most three MRs will be powered on in
any XY-routing optical path in optical mesh or torus, including
one MR for injection at the source, one MR for a turn during
routing, and one MR for ejection at the destination nodes.
Based on Cygnus, a more compact 5x5 non-blocking optical
router Crux, was proposed [11]. It inherits the passive routing
feature of Cygnus. But the switching function of Crux is
reduced for XY routing only in mesh or torus-based optical
NoCs. XY routing is a low-complexity distributed algorithm
without any routing table. Each packet is routed first inX
dimension until it reaches the node in the same column with
the destination, and then along the perpendicularY dimension
to the destination. They fully utilize the properties of XY
routing and reduce the number of MRs in the switching fabric.
Compared to Cygnus, Crux uses four less MRs. Besides,
Crux takes advantage of the parallel switching element to
minimize the waveguide crossing insertion loss. For example,
the two waveguides for the injection/ejection port only use
the parallel switching elements. Crux reduces the total number
of waveguide crossings to nine, and the maximum number of
crossings per link from any input port to any output port is five.
This feature is beneficial for reducing the total optical power
loss, especially for optical NoCs with a large diameter. OXY
and ODOR (Figure 3) are two other passive-routing optical
routers for XY routing [12], [13].

Besides the optical routers mentioned above, a optimized
crossbar-based 5x5 optical router (Figure 4) was demonstrated
in [14]. It uses 20 MRs, 10 optical terminators, and 26 waveg-



TABLE I
COMPARISON OF DIFFERENT5X5 OPTICAL ROUTERS

Cygnus Crux OXY ODOR [14] [15] [16] [17]

Routing algorithm Arbitrary XY routing XY routing XY routing Arbitrary Arbitrary Arbitrary XY routing

Nonblocking Yes Yes Yes Yes Yes Yes Yes No

Passive routing Yes Yes Yes Yes No No No Yes

NMR 16 12 12 12 20 16 15 12

NTerminator 2 2 2 5 10 2 0 2

NCrossing 13 9 11 19 26 14 15 12

Laverage 0.78dB 0.64dB 0.73dB 0.87dB 1.15dB 0.87dB 0.77dB 0.96dB
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Fig. 3. 5x5 optical router OXY [12] and ODOR [13] for XY routing

Fig. 4. 5x5 optimized crossbar [14] and router [15]

uide crossings. Different from the passive-routing routers, one
MR is required to be turned on in the optimized crossbar for
every switching. Jiet al. demonstrated another non-blocking
5x5 optical router [15]. The router uses 16 MRs in total,
two optical terminators, and 14 waveguide crossings. One MR
should be turned on for every switching, except for East-to-
South, South-to-East, West-to-North, North-to-West. Minet al.
proposed a 5x5 optical router which is radially symmetric [16].
It uses 15 MRs and 15 waveguide crossings. Distinguished
from other router designs, since it only uses five optical
waveguides, no optical terminators are required in this design.
A mesh-based optical NoC was proposed by using a 4x4
optical router together with injection gateway and ejection
gateway [17]. The 5x5 switching node is blocking though the
4x4 optical router is nonblocking. In this mesh-based optical
NoC, at most five MRs will be turned on in any XY-routing
optical path, including one MR in injection gateway, one MR

TABLE II
LOSS IN DIFFERENT5X5 OPTICAL ROUTERS

Loss (dB) Cygnus Crux OXY ODOR [14] [15] [16]

LIn W 0.50 0.50 0.50 0.98 1.24 1.24 0.50

LIn E 1.00 0.88 1.00 1.12 1.61 0.75 1.00

LIn N 0.75 0.88 0.75 0.99 0.62 0.87 0.75

LIn S 0.75 0.63 1.00 1.12 1.37 1.11 0.75

LW E 0.51 0.38 0.38 0.50 1.49 1.00 0.75

LW N 1.00 1.00 1.00 1.24 0.75 0.63 0.50

LW S 0.50 0.50 0.75 0.87 1.24 0.63 1.00

LW Ej 1.00 0.88 0.75 0.74 0.62 0.75 0.75

LE W 0.75 0.38 0.50 0.74 0.87 1.00 1.00

LE N 0.51 0.50 0.75 0.99 1.24 0.62 0.75

LE S 1.24 1.00 0.99 1.12 0.74 0.63 0.50

LE Ej 0.99 0.63 1.00 0.74 1.37 1.00 0.75

LN S 0.75 0.38 0.50 0.74 0.87 1.00 0.75

LN Ej 0.74 0.50 0.50 0.50 1.24 0.63 1.00

LS N 0.51 0.38 0.38 0.62 1.49 1.00 1.00

LS Ej 1.00 0.88 1.00 0.98 1.61 1.00 0.50

for turning light from south (injection gateway) toX dimension
at the source node, one MR for a turn fromX dimension to
Y dimension in XY routing, one MR for turning light fromY
dimension to east (ejection gateway) at the destination node,
and one MR in ejection gateway. Table I shows the comparison
of their cost of optical resources. By the full 5x5 switching,
we mean all possible switchings in a router, except for the
U turns. Crux is the most low-cost optical router. It uses
12 MRs and two optical terminators. The total number of
waveguide crossing inside Crux is nine, which is less than all
other routers listed in the table. Table I shows that Crux has
the best loss performance among all the referenced routers.
The average loss of passing through Crux in XY routing
is about 0.64dB. Table II shows the optical power loss of
passing through routers, (e.g.LIn W is the optical power
loss from the Injection port to the West output port). We list
all possible switchings in XY routing. We assumed the MR
on-state insertion loss is 0.5dB, MR off-state passing lossis
0.005dB, the waveguide crossing loss is 0.12dB.

III. 4 X4 OPTICAL ROUTERS

Routers at the edge of mesh network do not fully utilize the
5x5 optical switching function. For edge routers, 4x4 optical



TABLE III
COMPARISON OF DIFFERENT4X4 OPTICAL ROUTERS

Cygnus-based 4x4 [18] [19]

Routing algorithm Arbitrary Arbitrary Arbitrary

Nonblocking Yes Yes Yes

Passive routing Yes No No

NMR 8 8 8

NCrossing 8 6 10

Laverage 0.66dB 0.58dB 0.74dB

TABLE IV
LOSS IN DIFFERENT4X4 OPTICAL ROUTERS

Loss (dB) Cygnus-based 4x4 [18] [19]

LW E 0.50 0.75 0.99

LW N 0.74 0.38 0.62

LW S 0.75 0.62 0.62

LE W 0.50 0.75 0.99

LE N 0.75 0.62 0.62

LE S 0.74 0.38 0.62

LN W 0.50 0.38 0.62

LN E 0.99 0.62 0.62

LN S 0.50 0.75 0.99

LS W 0.99 0.62 0.62

LS E 0.50 0.38 0.62

LS N 0.50 0.75 0.99

switching functions are enough to satisfy the requirement to
connect three neighboring routers and the local O/E interface.
In order to further reduce network resource, we can use
4x4 optical switching fabric specifically for the edge routers.
Figure 5 shows a Cygnus-based 4x4 optical router, and two
other designs from [18] and [19]. The Cygnus-based 4x4
optical router is reduced from the 5x5 Cygnus and inherits
the passive routing feature. It does not need to power on
any MR for transmissions in the same dimension, i.e. from
south to north, east to west and vice-versa. The 4x4 optical
router [18] also uses eight MRs as the Cygnus-based 4x4
optical router, and uses two less waveguide crossings. Similar
to the 5x5 router in [15], one MR is required to be turned on
for every switching, except for East-to-South, South-to-East,
West-to-North, North-to-West. The 4x4 optical router [19]uses
eight MRs and 10 waveguide crossings. One MR is turned on
for every switching, except for East-to-North, North-to-East,
West-to-South, South-to-West. Table III shows the comparison
of their cost of optical resources. The 4x4 router [18] has a
smaller average power loss than other two routers.

IV. T HERMAL EFFECT ON A8X8 MESH-BASED OPTICAL

NOC

Thermal sensitivity is a potential issue in optical NoC
designs. As a result of thermo-optic effect, the temperature-
dependent wavelength shifts in VCSEL (vertical cavity surface
emitting laser) and silicon-based MR are found to be about 50-
100pm/oC [20]. The thermal related wavelength variations
will result in additional optical power loss. To ensure that
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Fig. 5. Cygnus-based 4x4 optical router, router [18], router [19]
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Fig. 6. Worst-case number of switching stages in a mesh-based optical NoC

optical NoCs function properly, a necessary condition is that
the optical signal power received by a receiver should be no
lower than the receiver sensitivity. As a result, there would
be power overhead under thermal variations. Besides, VCSEL
power efficiency degrades at high temperatures. Traditional
techniques have been proposed to compensate the temperature-
dependent wavelength shift for MRs, including active thermal
tuning with local microheaters [21]. Based on the system-
level analytical optical NoC thermal model and a new passive
temperature compensation technique using the optimal device
setting proposed in [22], we quantitatively study the thermal
effect on an 8x8 mesh-based optical NoC and show the
thermal-induced power overhead while using different optical
routers.

The number of switching stages in an optical link directly
affects the total optical power loss under thermal varia-
tions [22]. By using passive-routing optical routers such as
Cygnus, Crux, OXY and ODOR, the maximum number of
switching stages in a XY-routing path is three regardless
of network size. On the other hand, if using crossbar-based
optical router [14] or [15], the optical mesh would have a
much larger number of switching stages that is proportionalto
the network size. The worst-case number of switching stages
in the 8x8 optical mesh NoC is as large as 15, and the average
number of switching stages in a path under uniform traffic is
about five. Figure 6 shows the worst-case number of switching
stages in a mesh-based optical NoC using different optical
routers. If using optical router [14] or [15] or [16], the worst-
case number of switching stages in a MxN mesh-based optical
NoC would beM+N−1. The worst-case number of switching
stages in the mesh-based optical NoC [17] is five at most
regardless of network size.



Fig. 7. Worst-case power overhead due to thermal variations

Figure 7 shows the worst-case thermal-induced power over-
head in the 8x8 mesh under varying maximum chip tem-
peratures. We assume that the minimum chip temperature is
55oC, and the 3-dB bandwidth of MRs is3.1nm. Figure 7
shows that by using different optical routers, the worst-case
power overhead under thermal variations are different. Optical
NoCs that using passive-routing routers have better thermal-
induced power efficiency, since the number of switching stages
in these NoCs are smaller. When the maximum chip temper-
ature reaches85oC, with local thermal tuning, the worst-case
thermal-induced power overhead is about3.7pJ/bit if using
passive-routing optical router Cygnus (or Crux, OXY, ODOR).
If using optical routers [14]–[16], the worst-case thermal-
induced power overhead is about13pJ/bit. If using optical
router [17], the worst-case thermal-induced power overhead is
about5.2pJ/bit.

V. CONCLUSIONS

We reviewed different designs of 5x5 and 4x4 optical routers
for mesh or torus-based optical NoCs, and compared them
for cost of optical resources and optical power loss. Besides,
we use a 8x8 mesh-based optical NoC as a case study and
analyzed the thermal-induced power overhead while using
different optical routers. Results show that the number of
switching stages in an optical link directly affects the total
optical power loss under temperature variations. By using
passive-routing optical routers, the thermal-induced power
overhead in the optical mesh NoC is less than by using other
routers.
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