HMI Design for Chain-Braking Event Based on V2V Communication
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Due to the occlusion of front vehicles, in most cases, drivers can only be reactive to the lead vehicle directly ahead of it (DLV) in chain braking scenarios. Research on connected vehicles has suggested that the awareness of traffic flow in chain braking scenarios can improve traffic safety. Thus, in a video simulation experiment, we explored the safety benefits and users’ acceptance of two windshield-displayed V2V-communication-based HMIs that inform the chain braking events, one with streaming video from the camera in front of the DLV (vHMI) and the other with warning sign informing chain braking events (sHMI). We found that both HMIs improved drivers’ understanding of the situation and reduced reaction time and braking response time (BRT) compared to that of the baseline condition (without HMIs). Further, users reported higher usability and satisfaction with sHMI. This research highlights the benefits of providing front-traffic information to drivers in chain braking scenarios.
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1 INTRODUCTION

Rear-end collision is one of the most frequent types of traffic incidents on road [13]. Among rear-end collisions, the chain-reaction crash is considered to be one of the most dangerous types of road crashes, especially when it occurs at high speed and involves multiple vehicles [16]. The lack of awareness of the leading traffic may worsen drivers’ reactions to the chain braking events: when following a chain of vehicles on roads, in most conditions, drivers can only react to the lead vehicle directly ahead of them (DLV) due to the occlusion of front vehicles.

To reduce the risks of rear-end collisions, safety warning systems have been proposed. Various types of sensors have been adopted to detect the surrounding hazards, such as cameras [3, 15], radars [21], and lidars [8]. Based on these sensors, different human-machine interfaces (HMIs), for example, camera-based collision warning system [4] and radar-based collision warning system [23]. However, most warning systems were based on the perception capabilities of the ego-vehicle, which were still limited in terms of the detection range, i.e., these systems were still not able to provide motion information of the vehicles that are out of the line of sight (LOS) [17]. The vehicle-to-vehicle (V2V) communication technologies emerged in recent years may provide promising solutions to this problem [1]. Through V2V communications, drivers can receive real-time information regarding the surrounding vehicles, even when the vehicles are visually occluded.

The safety and efficiency benefits of V2V communication in longitudinal control of the vehicle have been well documented in Connected and Autonomous vehicle (CAV) studies [12, 25]; however, have not been applied to reduce the collision risk in chain braking events. Considering the relatively long deployment cycle of in-vehicle technologies [10, 11], in the foreseeable future, the CAVs will still have to share the road with human-driven vehicles (HDVs). Thus, it would be meaningful to consider a better application of the V2V technologies in HDVs and the V2V-based warning for chain braking events might be one of them. Therefore, this video-simulation study proposes two V2V-based HMIs to provide drivers with leading traffic information in chain-braking events - one with streaming video from the camera in front of the DLV (vHMI) and the other with warning sign informing chain-braking events (sHMI). It is hypothesized that both V2V-based sHMI and vHMI can shorten reaction time and braking response time (BRT) and increase the safety margin in chain braking events, but vHMI might have better effect, given that the dynamic information was found to be more effective compared to static information to the drivers when the hazard is invisible due to occlusions [26].

It should be noted that the experiment presented in this paper is preliminary and aims to validate the concepts of sHMI and vHMI. A follow-up driving simulation study will be conducted based on the results of this video-based study.

2 METHOD

2.1 Participants and Apparatus

A total of 12 participants (7 male and 5 female) from [Placeholder for Review] with valid driving licenses were recruited for this study. The 12 participants were aged between 22 and 31 years, with a mean of 26 and a standard deviation (SD) of 2.58 years old. Their years of licensure were from 1 to 11 years (mean: 5.42, SD: 2.84). The study was approved by the Human and Artefacts Research Ethics Committee at [Placeholder for Review] ([Placeholder for Review]). The video simulation experiment was conducted on a 27-inch screen with a keyboard (Figure 1).

2.2 Scenario and Driving Task

In this study, we considered a typical three-vehicle chain braking scenario as shown in Figure 2. In the scenario, three vehicles were travelling on a straight rural road, with the ego vehicle following a DLV, and the DLV following an indirect
leading vehicle (ILV). The three vehicles had the same initial speed of 15 m/s, and the gap distance between each pair of vehicles was 20 meters at the beginning of the scenario.

Figure 1: The setup for the video simulation experiment: a) screenshot of the driving scenario and the place of participants’ hands; b) the apparatus for the experiment.

Figure 2: Chain-braking scenario design: a) Initial condition; b) Speed profile of involved vehicles.

In each drive, the three vehicles traveled at the initial speed for a certain period (hereafter referred to as the normal driving phase) until the ILV started to brake at a predetermined moment (t0). Three lengths of the normal driving phase (i.e., 10 sec, 20 sec, and 30 sec) were included in the study to prevent drivers from anticipating the moment of the braking event. The acceleration of the ILV in the braking event was -1.25 m/s² and lasted for four seconds; after that, the ILV maintained a speed of 10 m/s. To avoid a collision with the ILV, the DLV started to brake 2 seconds after t0. If no braking behavior of the ego vehicle was performed in the event, the ego vehicle would crash into the DLV 8 seconds after t0. This chain braking event led to a medium level of urgency for the ego vehicle, according to a previous study that summarized drivers’ collision avoidance behaviors on highways [22]. Figure 2b presents the speed profile of the three vehicles in this chain-braking scenario. The chain-braking scenarios were created in Roadrunner, a tool for designing and simulating 3D driving scenarios [19].

During the experiment, participants were required to watch the simulated scenarios and imagine that they were driving the ego vehicle. Their task was to judge the level of urgency in the scenario and indicate the moment they felt it necessary to brake by pressing the space bar on the keyboard (Figure 1a). To eliminate interference from irrelevant factors, participants were required to place their hands on the designated location marked with black squares at the beginning of each drive (Figure 1b) and should always do so until they feel it necessary to move their hands to prepare for the braking.

2.3 HMI Design

Two HMIs were designed and investigated in this study, i.e., the sHMI, and the vHMI. All HMIs were displayed in a heads-up display (HUD) as previous research found that the HUD is less mentally stressful and can reduce drivers’ reaction
time in urgent situations compared to heads-down displays [14]. Further, the display location was set to be high in the sky to avoid potential visual interference with the road agents in the front view.

Figure 4 illustrates a scenario with sHMI. In the normal driving phase, the sHMI will be absent, and the sHMI will show up when the ILV braked (Figure 3b and 3c). It should be noted that there was a phase (Figure 3c) where both the brake light of the DLV and the sHMI showed up as both vehicles were braking in this period.

The vHMI is demonstrated in Figure 4, where the streaming video from the camera in front of DLV is displayed in real-time. As the ILV braked, a warning signal will light up on the boundary of the video display area (Figure 4b and 4c). Compared to the sHMI, the vHMI not only provided the driver with the braking information of DLV, but also provided the real-time motion in depth, which is expected to help the driver better perceive the speed of ILV [18].

The baseline condition (Figure 5) included no additional HMIs. In this condition, due to the occlusion of DLV, the driver in the ego vehicle was unaware of the motion of ILV.

2.4 Experiment Design

A within-subjects design was used for this study, with the HMI design (baseline, vHMI, and sHMI) as the only within-subject variable. The order of the HMI conditions was counterbalanced across the 12 participants. Each participant did four drives for each HMI design, including three drives with chain-braking events and one drive without braking. The three drives with chain-braking events had the same settings for chain-braking maneuvers, but the length of the normal driving phase prior to chain-braking was set to 10s, 20s, and 30s, respectively. The order of the four drives within each HMI
condition was randomized to prevent the participants from anticipating the timing of the chain-braking event. Thus, we collected data from 144 drives in total (12 participants * 3 HMI designs * 4 drives per HMI design).

2.5 Procedures

Upon arrival, oral consent was obtained from the participant. Then, they completed a pre-questionnaire collecting their demographic information and their driving-related information (i.e., years of licensure and driving mileage in the past one year). Then, they received training on the experiment task, in which the participants received verbal instructions followed by a demo drive without HMI to familiarize them with their tasks. The demo drive included no HMI, but the participants needed to press the space bar to indicate the moment to brake the ego vehicle. Further, to prime participants of the scenario urgency in the experiment, the braking event in the demo drive was set to be urgent with a greater acceleration (-2.5 m/s²) for both ILV and DLV. The rest elements of the driving scenario in the training session (including the road type and the traffic condition) were consistent with those in the experimental drives.

Next, for each of the three HMI types, the participant completed four experimental drives. Before each HMI condition, participants received written instructions on the meaning of the HMI. After each experimental drive, a subjective questionnaire was administered, measuring participants' perception of the HMI, their understanding of the situation, perceived risk [9] and workload in the previous drive (as measured by NASA-Task Load Index [7]), acceptance of the HMI [20], and perceived usability of the HMI [2]. The understanding of the situation was measured using a single question: “I am fully aware of the motion of front vehicles” with possible responses ranging from 1 (“I can barely understand it”) to 5 (“I fully understand it”). Finally, before the end of the experiment, we asked an open question seeking any comments regarding the HMI designs in the experiment.

2.6 Dependent Variables and Statistical Analysis

Both objective and subjective measures have been collected to evaluate the proposed HMI. The safety benefits of the HMI were evaluated through two objective metrics, i.e., reaction time and BRT. The reaction time was defined as the interval between the moment the DLV started to brake and the reaction of the participants (i.e., the moment their hands left the table). The BRT was defined as the interval between the moment the DLV started to brake and the moment the participant pressed the space bar, which was found to be associated with the likelihood of rear-end collisions in chain-braking events [16, 22].

The subjective measures were calculated following the standard procedures for the corresponding questionnaire. The perceived risk was formulated as a ten-point scale ranging from 0 (low risk) to 10 (high risk) [9]. The workload was calculated as a standard NASA TLX score going from 0 (low workload) to 100 (high workload) [7]. Users’ acceptance of the HMI included two dimensions, i.e., usefulness and satisfaction, and both ranged between -2 (low) and 2 (high) [20]. The perceived usability was a standard system usability scale (SUS) score ranging from 0 (low) to 100 (high) [2].

All statistical analyses were conducted in SAS OnDemand. A one-way repeated measures ANOVA was performed using the PROC MIXED for reaction time and BRT. The HMI design was used as the only independent variable, and the repeated measures were accounted for with generalized equation estimation (GEE). The Tukey test was used for post-hoc pairwise comparisons if the HMI design was significant (p < .05). Further, the Friedman test [6] was used with the HMI design as the independent variable for all other variables due to the small sample size we had. The post-hoc comparisons were conducted using the Students’ t-test if the HMI design effect was significant (p < .05), as the samples satisfied the assumptions for t-tests.
3 RESULTS

3.1 Reaction Time and BRT

Figure 6 illustrates the distribution of participants’ reaction time and BRT in the chain braking events. Both reaction time ($F(2, 22) = 45.44, p < .0001$) and BRT ($F(2, 22) = 45.44, p < .0001$) were significantly different across HMI conditions. Table 1 and Table 2 further illustrate the mean difference ($\Delta$), 95% confidence interval (95%CI), t-value, and p-value for post-hoc pairwise comparisons of reaction time and BRT.

Table 1: Pairwise comparisons for reaction time and BRT

<table>
<thead>
<tr>
<th></th>
<th>Reaction time</th>
<th>BRT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$ (95%CI)</td>
<td>t-value</td>
</tr>
<tr>
<td>vHMI vs. sHMI</td>
<td>0.02 (-0.2, 0.3)</td>
<td>t(22) = 0.18</td>
</tr>
<tr>
<td>vHMI vs. baseline</td>
<td>-0.9 (-1.1, -0.6)</td>
<td>t(22) = -8.16</td>
</tr>
<tr>
<td>sHMI vs. baseline</td>
<td>-0.9 (-1.2, -0.6)</td>
<td>t(22) = -8.35</td>
</tr>
</tbody>
</table>

Figure 7: The distribution of subjective metrics: a) participants’ understanding of the situation; b) user acceptance scores; c) SUS scores; d) perceived risk; e) mental workload scores.
3.2 Subjective Metrics

As shown in Figure 7, Significant differences between HMI conditions in terms of participants’ understanding of the situation ($p = .0002$), satisfying score ($p = .002$) and perceived usability of the HMIs ($p = .002$) have been observed. Other metrics did not meet the significance criteria (usefulness: $p = .09$; perceived risk: $p = .4$; mental workload: $p = .2$). The post-hoc comparisons for significant effects are presented in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Understanding of the situation</th>
<th>User satisfying scores</th>
<th>SUS scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$ (95% CI)</td>
<td>t-value $p$</td>
<td>$\Delta$ (95% CI)</td>
</tr>
<tr>
<td>Baseline vs vHMI</td>
<td>-2.2 (-3.1, -1.2)</td>
<td>$t = -4.9$ .0005</td>
<td>0.6 (0.0004, 1.0)</td>
</tr>
<tr>
<td>Baseline vs sHMI</td>
<td>-1.8 (-2.8, -0.9)</td>
<td>$t = -4.3$ .001</td>
<td>-0.2 (-0.5, 0.1)</td>
</tr>
<tr>
<td>vHMI vs sHMI</td>
<td>0.3 (0.02, 0.6)</td>
<td>$t = 2.3$ .04</td>
<td>-0.8 (-1.3, -0.3)</td>
</tr>
</tbody>
</table>

4 DISCUSSION AND CONCLUSION

In this study, we proposed two windshield-displayed V2V-communication-based HMIs to inform the motion of lead vehicles in chain braking events, one with streaming video from the camera in front of the DLV (vHMI), and the other with warning sign informing chain braking events (sHMI). This study serves as a foundation and can guide more HMI designs that can make better use of the V2V technologies before fully autonomous vehicle saturates the market.

The results show that both the sHMI and vHMI could significantly reduce reaction time and BRT compared to the display in the baseline condition, which can potentially improve driving safety in chain-braking events [22]. Interestingly, there was no significant difference between sHMI and vHMI in terms of their effects on reaction time and BRT, although the vHMI is expected to provide more information regarding the motion of the ILV. It is possible that the vHMI designed in our experiment is too small to be accurately perceived. It is also possible that the scenarios adopted in our study were not complex enough, so the sHMI has provided enough information to drivers. Follow-up driving simulation studies or on-road studies with more complex and dynamic scenarios are needed to further evaluate the two HMI designs.

Further, both sHMI and vHMI were effective in supporting drivers’ understanding of the scenario and did not increase the workload of drivers compared to the baseline condition. This suggests that providing additional information about the leading vehicle through HMIs may improve drivers’ understanding of the situation in a chain-braking scenario and thus improve their capabilities to respond to potential hazards. However, the participants reported a similar level of perceived risk across the HMI conditions. This is potentially because of the relatively simple scenarios used in the experiment – the scenario is simple enough even without additional displays.

Again, it seems that the vHMI did not provide additional benefits compared to sHMI except for a slight enhancement in drivers’ understanding of the situation. What is more interesting is that the participants perceived sHMI as more satisfying and with higher usability compared to vHMI; the vHMI was even perceived as less satisfying and with lower usability compared to the baseline display. It is likely that the driving task is visually demanding already, and the depth information in the vHMI relies on indirect perception [5, 24], which is both visually and cognitively demanding and thus conflicts with the driving task. This is in line with participants’ answers to the post-experiment open-ended question, in which 7 out of 12 participants complained that the vHMI led to distractions and sometimes blocked their LOS. Future HMI that can provide depth and motion information through direct perception [5, 24] may bring additional benefits to driving safety without conflicting with the driving task.

Finally, it should be noted that, as a preliminary study, the sample size of this study was relatively small, and due to the constraints of the experimental conditions, a video simulation instead of a driving simulation was adopted. The non-
interactive environment in the video simulation cannot fully reveal the complex and unpredictable nature of real-world driving tasks and limits the metrics we could analyze in the study. Thus, the lack of difference in our study may be due to the over-simplified scenarios in our experiment and the inappropriate design used for vHMI. Future work should evaluate more HMI designs in more complex scenarios and, if possible, in on-road studies.
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