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ABSTRACT
The rapid advancement of large language models (LLMs) such as
ChatGPTmakes LLM-based academic tools possible. However, little
research has empirically evaluated how scholars perform different
types of academic tasks with LLMs. Through an empirical study
followed by a semi-structured interview, we assessed 48 early-stage
scholars’ performance in conducting core academic activities (i.e.,
paper reading and literature reviews) under different levels of time
pressure. Before conducting the tasks, participants received differ-
ent training programs regarding the limitations and capabilities
of the LLMs. After completing the tasks, participants completed
an interview. Quantitative data regarding the influence of time
pressure, task type, and training program on participants’ perfor-
mance in academic tasks was analyzed. Semi-structured interviews
provided additional information on the influential factors of task
performance, participants’ perceptions of LLMs, and concerns about
integrating LLMs into academic workflows. The findings can guide
more appropriate usage and design of LLM-based tools in assisting
academic work.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Computing methodologies→ Natural language processing.
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1 INTRODUCTION
The rapid advancement of artificial intelligence (AI) and natural lan-
guage processing (NLP) has led to the development of sophisticated
large language models (LLMs), such as ChatGPT 1, GPT4 2, and
Claude 3. These models have demonstrated impressive capabilities
in generating human-like text, understanding context, and solving
complex language tasks. The application scope of LLM technology
is extensive, and relevant scholars have been actively analyzing the
impact of such technology on fields such as healthcare [1, 39], edu-
cation [35, 36], and creative writing [26] (e.g., helping journalists
extract ideas from document [56], enabling scholars to communi-
cate findings mutually [25], and assisting writers in exploring more
ways of writing story [12]).

In recent years, LLMs have been employed for various academic
tasks [33], such as literature reviews, paper reading, writing polish-
ing, etc. Being different from other areas where LLMs are applicable,
the academic work requires extensive training in acquiring, judging,
and synthesizing relevant information [46]. Moreover, the academic
community also demands high standards for logical coherence, in-
formation accuracy, and idea novelty [6] and thus requires more
responsible AI tools compared to other domains. However, the
application of LLMs in academic contexts was under-investigated.

Further, as emerging conversational systems, the promotion of
LLM results in more diverse user behaviors as well as new social
1https://openai.com/chatgpt
2https://openai.com/gpt-4
3https://www.claude.co.id/
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norms and user expectations [7]. Hence, it is imperative to evaluate
the capacity boundary of LLMs in academic settings through user
studies, so that the LLMs can be better designed to be integrated
into academic workflows, and subsequently, contribute to academic
research. A few studies have evaluated the effectiveness of LLMs in
assisting selected academic tasks. For example, Gordijn and Have
[27] argued that the capacity of ChatGPT to develop a whole sci-
entific paper is restricted. LLMs have also been found to be able
to alleviate some of the time pressures by automating certain pro-
cesses during their academic tasks [14]. However, academic tasks
are diverse, and different tasks may require completely different
cognitive resources. For instance, compared to extracting key in-
formation from a paper (in which the source of the information
is known, but the information is unknown), literature reviews re-
quire locating and summarizing information from a wider range of
studies (in which the targeted information is partially known, but
the source of the information is unknown). Actually, some research
[2, 16, 52] has also pointed out that LLMs may introduce inaccu-
racies and biases in academic tasks, especially in understanding
and summarizing the content of the literature as a priority concern
for humanity [16]. Furthermore, task complexity can also be mod-
erated by time pressure [44], which is prevalent in academia [11].
Thus, a more comprehensive investigation is needed to better un-
derstand the role of LLMs in different academic tasks with different
task complexity, which can be moderated by task type and time
pressure.

On the other hand, given that LLMs can be regarded as a special
type of automation that can help gather, analyze, and summarize
information, users’ perceptions of the LLM may also influence
task performance. Although a few empirical studies discussed the
implication and limitations of LLMs when they are used for specific
academic tasks (e.g., literature review [3], idea generation [22, 48]),
no research has discussed different strategies young scholars may
take when using the LLMs for different tasks, nor compared how
task difficulties (e.g., as moderated by time pressure) and training
may influence users’ performance, although these factors have been
widely acknowledged as influential factors of users’ reliance on
automation [32].

Thus, using a mixed-methods approach combining an experi-
mental study with semi-structured interviews, this study aims to
investigate:

• When using LLMs, whether and why there are discrepancies
in young academic users’ performance in conducting differ-
ent academic tasks, as defined by time pressure and required
cognitive resources.

• How can young academic users’ perceptions of LLMs lim-
itations affect their performance or strategies when using
LLMs for academic tasks?

• What young academic users’ expectations of the LLMs and
LLM training are when the LLMs are being used for different
academic tasks?

Given that the younger generation has a higher acceptance of
emerging technologies [9], and may lack experience in conducting
academic tasks, this study was planned to target young scholars,
specifically, graduate students who have just started their academic
careers as researchers. This decision was based on the fact that

LLMs are new to most scholars, and based on the research in other
domains, new users may have highly uncertain and potentially
inappropriate strategies when they first start to use the LLMs [30].
Thus, understanding the strategies new users adopt can help sup-
port young scholars to better use the LLM tools or at least shorten
their familiarization process, by providing new users with appro-
priate training materials. In the study, an onsite experiment was
conducted, followed by a semi-structured interview regarding the
usage of LLM in the experiment or their daily life. Together, the
empirical and interview data offered a nuanced perspective on
opportunities and challenges of using LLMs for academic tasks.

2 RELATEDWORKS
2.1 Natural Language Technologies
In recent years, a remarkable evolution has been happening in the
field of Computational Linguistics, also known as Natural Language
Processing (NLP), primarily driven by the development of neuron-
based network models trained on vast datasets [45, 68]. Compared
to traditional rule-based systems, recent data-driven models have
shown remarkable results across various NLP tasks [19, 53]. Deep
learning techniques have become mainstream in developing these
NLP models [40]. Current popular architectures include Long Short-
Term Memory (LSTM) [67] and transformer models [63].

A significant paradigm shift in natural language technologies oc-
curred over the past half-decade, primarily attributed to the advent
of large language models (LLMs) [17]. These techniques involve an
initial training phase on a comprehensive dataset, followed by fine-
tuning for specific tasks. Pre-trained models like BERT [15], BART
[42], XLNet [66], and LLaMa [62] have demonstrated substantial
performance improvements across a variety of NLP tasks.

However, the challenges of smaller models persist in LLMs. For
instance, the LLMs still lack an explicit factual model, which makes
them prone to producing inaccurate information [34]. Even innocu-
ous prompts can lead to the generation of toxic content from these
models [24, 55]. Their performance varies, excelling in some ar-
eas while faltering in others [25]. Guiding these models to deliver
specific outputs remains a challenge, leading to the emergence of
prompt engineering as a sub-field [4, 45]. Ethical concerns sur-
rounding these models are wide-ranging, from environmental to
socio-political considerations [5].

Our research acknowledges the limitations of current LLMs and
assumes that they cannot fully replace human in creative writing
tasks. However, they can significantly aid academic writing across
various contexts to a certain extent. This perspective motivates our
exploration of users’ concerns when using LLMs as a peer-level
writing tool.

2.2 Large Language Model in Academic Tasks
Large Language Models (LLMs), exemplified by ChatGPT, harness
broad internet-based datasets to mimic human language patterns
and create realistic text [57]. This capability has attracted interest
across academia. For instance, the broader implications of AI in aca-
demic research have been scrutinized by Grimaldi and Ehrler [28]
and Hutson [33]. These tasks include the compilation of essential
components of the manuscript such as the abstract, introduction,
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literature review, methodology, results, discussions, and conclu-
sions.

Scholars, researchers, and students in the academic community
have utilized LLMs like ChatGPT for a variety of academic and non-
academic tasks. Dowling and Lucey [18] explored the application
of ChatGPT and found it to be particularly effective for initial idea
generation, literature synthesis, and creating testing frameworks.
Yet, according to Gordijn et al., [27], ChatGPT still fails to produce
a complete scientific article on par with a skilled researcher. How-
ever, it is expected that the capabilities and uses of these tools will
continue to grow, and will be capable of conducting more academic
tasks, including experiment design, manuscript writing, peer re-
views, and editorial decision support [16]. Additionally, the ability
of ChatGPT to generate and understand texts in multiple languages
is believed to improve the efficiency of publishing and accessing
literature for non-native English speakers [43]. In general, scien-
tists in many fields are positive about the potential of using LLM
in academic tasks [52].

However, the performance of the LLM in academic tasks is still
less than ideal. For example, Aydın and Karaarslan [3] pointed out
that when using ChatGPT for a literature review in healthcare, the
content generated by LLM still lacks synthesis, and may suffer the
problem of plagiarism. In another study, Gao et al. [23] reported
that the abstract generated by the LLMs can still be identified as
AI-generated using an AI output detector. Particularly, through
multiple experimental trials, Dis et al. [16] reminded researchers
to pay extra attention and remain vigilant when applying LLM to
literature comprehension and summarization tasks. However, to the
best of our knowledge, no empirical research has been conducted
to understand how scholars use the LLMs and how the LLMs can
influence scholars’ performance in academic tasks. Given that the
LLM can still only work as a collaborator, it is necessary to consider
the characteristics of the user-LLM combined system instead of
the LLM alone. Furthermore, most of the existing research focused
on the attitudes and opinions of senior researchers on the use of
LLM [2, 52]. Few research focused on younger scholars, who may
have a higher propensity to accept new technologies and lack the
necessary expert knowledge to supervise the application of LLM in
academic tasks [16].

3 METHODOLOGY
We adopted amixed approach consisting of an empirical experiment
and a semi-structured interview. Quantitative performance data
was gathered to evaluate the performance and the strategies partici-
pants took for different academic tasks. Post-experiment interviews
focused on researchers’ evaluations of current LLM limitations in
academia, their subjective understanding of the factors influencing
their performance across tasks, and their concerns about integrating
LLM into their workflows.

3.1 Participants
In the scope of this study, a diverse (in terms of academic back-
ground) pool of 48 young participants (age <= 30, 30 males and 18
females) was selected. All from research institutions or universities
in China where English is the principal language of instruction.

Recruited through online posters in the social network and on-
campus posters, all participants were native Mandarin speakers.
Each participant was given a unique experiment ID number from
P1 to P48. Table 1 provides a comprehensive overview of the aca-
demic profiles of the participants. All participants were actively
involved in academia, including 22 Ph.D. students, 17 MPhil stu-
dents, and 9 research assistants (with a minimum of a bachelor’s
degree). An examination of their academic publication history re-
veals that 35 participants had 1 to 3 publications (including journal
articles, conference proceedings, and edited books); 3 participants
had 4-6 publications; while 10 participants were still striving for
their first publication. Moreover, according to their self-reported
current research topics, we classified them into three types, i.e.,
AI-related, Other STEM (Science, technology, engineering, and
mathematics), and Social Science & Business. Basically, we tried
to balance the participant distribution of background within each
experiment condition.

Significantly, the study focused on participants with limited
exposure to LLM in their academic career, specifically those who
"sometimes used LLMs for academic purposes" or less. This criterion
was adopted given that frequent users of LLM tools may have
developed their own strategies for using the LLM, which can hardly
be controlled in the experiment. More importantly, as illustrated
in previous human-automation interaction domains [31, 32], new
users may encounter performance and trust degradation when
using unfamiliar LLMs. Thus, focusing on this group of users can
help optimize the design of LLMs to better support the users.

Table 1: Background Statistics of Each Group of Participants.

Background Type Group 1 Group 2
Academic Position Ph.D. student 11 11

Mphil student 8 9
Research assistant 5 4

Publication Number 0 3 7
1-3 19 16
4-6 2 1

Gender Male 15 15
Female 9 9

Usage Experience Never used 3 3
Rarely used 9 9

Sometimes used 12 12
Research Interest AI-related 3 3

Other STEM 13 12
Social Science & Business 8 9

Notes: In this table and the following tables, Group 1 refers to the group of
participants who received additional training on LLM limitations; while the
participants in Group 2 only receive basic training on how to use the LLM. In
our recruitment questionnaire, options of LLM tool usage experience include:
Never used; Rarely used; Occasionally used, but not frequent; Sometimes
used - about half the time.

3.2 Tasks
Two types of academic tasks (i.e., literature review (LR), and pa-
per understanding (PU)) were used in the study, given that they
require different levels of skills, and are the type of tasks that LLM
users need to pay the most attention to [16]. The literature review
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task requires the users to search and identify relevant information
when the sources of the information are unknown but the targeted
information is partially known; while in the paper understanding
task, the source of the information is known, but the information is
unknown. In addition, given that the task complexity can moderate
the relationships between users’ trust and reliance on the system
[54] and that time pressure is common in academia [11], we set
two levels of time constraints for the tasks (i.e., 10 minutes, and 20
minutes) to construct comparable pair under the same task type.
These two-time limits were set based on users’ feedback in pilot
tests. Note that, given that we aim to understand how young schol-
ars use LLM for academic tasks, it would be unfair comparisons
if the selected topics are within the research domain the partici-
pants are familiar with. Thus, we chose to provide experimental
materials (i.e., scientific papers and review topics) from a field that
no participants were from nor familiar with so that all participants
were at a similar level of familiarity with the materials. We ended
up choosing the topics from the human factors in transportation,
because this field is minor in our target universities, and the ex-
perimenters are all familiar with this field. This decision was also
based on the belief that the human factors domain has long been
regarded as ’common sense’ [61]. While this assumption may not
be entirely accurate, it suggests that the research in this area should
be relatively comprehensible for non-experts. The task type and
time constraints led to four task conditions as follows:

• Paper Understanding-More Time (PU-MT) Given a pub-
lished scientific paper, answer five questions related to the
paper we provided within 20 minutes.

• Paper Understanding-Limited Time (PU-LT) Given an-
other published scientific paper, answer the other five ques-
tions related to the paper we provided within 10 minutes.

• Literature Review-More Time (LR-MT) Given a topic,
complete a literature review of approximately 500 words on
the topic within 20 minutes.

• Literature Review-Limited Time (LR-LT) Given another
topic, complete a literature review of approximately 500
words on the topic within 10 minutes.

To control the level of difficulties within each experimental con-
dition, for the PU task, we used five similar questions regarding the
two target papers, and the two papers were of the same length (5
pages) and were from the same academic conference in the same
year; for the paper understanding task, we chose the topics from
the same fields and a preliminary search in Google Scholar showed
that the two tasks yield a similar number of publications in recent
years.

ChatGPT (GPT3.5 version 4), a popular LLM tool that leverages
advanced language technology, was selected for the experiment.
To maintain fairness, we restricted the use of other LLM tools,
allowing only the official ChatGPT interface. While it is challenging
to determine the popularity of such tools, ChatGPT appeared to be
the most widely recognized at the time of the study. Participants
were free to use ChatGPT for the tasks when they felt necessary. We
established a virtual machine (VM) on Microsoft Azure for users to
get access to ChatGPT. The VM also featured pre-installed Google

4https://openai.com/chatgpt

Figure 1: Coding framework and themes.

Chrome 5 and Microsoft Office Packages. Mimicking real-world
situations, participants were permitted to use Chrome and ChatGPT
during tasks voluntarily. All experiments were conducted in the
same meeting room with minimal external interference.

3.3 Experiment Design and Procedures
In addition to the four within-subject experimental conditions,
we also provided participants with or without training materials
regarding the limitations and potential errors that may be made
by the LLMs on top of the basic training for using LLM tools (e.g.,
how to turn on the interface and what LLM can do in general)
as the between-subjects factor. Thus, participants were divided
into two between-subjects study groups, one of which (Group 1)
was informed about potential errors and limitations of the selected
ChatGPT in a pre-experiment video (provided in the supplement
materials), while the other group (Group 2) was not.

Upon arrival, participants’ informed consent was obtained. Sub-
sequently, participants received basic training (around 10 minutes)
regarding how to use the LLM. Half of the participants received an
additional pre-experiment training video regarding the LLM limita-
tions. Participants were then asked to complete four academic tasks
(i.e., PU-MT, PU-LT, LR-MT, LR-LT) on the same laptop. To elimi-
nate the learning and fatigue effects from task execution order, we
counterbalanced the four experimental conditions. Throughout the
experiment, the experimenter strictly adhered to a non-intrusive
approach, refraining from interrupting the participants unless they
sought assistance unrelated to the ongoing tasks. Participants were
allowed a maximum of 5 minutes break between two tasks. Follow-
ing the experiment, we conducted semi-structured interviews. The
questions used in the semi-structured interview can be found in
Appendix C.

The entire experiment lasted approximately two hours and par-
ticipants received 120 Chinese Yuan as compensation. The Hong
Kong University of Science and Technology’s Human and Artefacts
Research Ethics Committee approved this study (protocol number:
HREP-2023-0159).

3.4 Analysis and Coding Methods
3.4.1 Quantitative Analysis. Two experts (senior Ph.D. students
who had authored at least one peer-reviewed publication in the field)
from the human factors field were invited to evaluate the answers
participants generated. The two raters followed the same scoring
standard that was decided before they started the evaluation and
5https://www.google.cn/chrome/index.html
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Table 2: Individual and Group Performance Statistics of Paper Understanding.

PU-MT PU-LT
Group 1 Group 2 Group 1 Group 2

LLM Usage Grade:Time LLM Usage Grade:Time LLM Usage Grade:Time LLM Usage Grade:Time
y 90:100 n 70:100 y 70:100 y 15:100
y 75:80 y 65:100 y 60:100 y 5:100
n 70:100 y 55:100 n 75:100 y 95:100
y 55:100 y 75:80 y 65:100 y 65:100
y 85:85 y 75:100 y 65:100 y 85:90
y 65:90 n 60:100 y 80:100 y 60:100
y 80:100 y 75:100 y 90:100 y 45:100
y 80:100 y 85:95 y 90:100 y 80:50
y 80:85 n 75:100 y 70:100 n 50:100
y 90:95 y 90:80 y 70:100 y 85:100
y 80:80 y 65:100 y 65:90 y 45:100
y 75:100 y 55:90 y 55:100 y 60:100
n 35:100 y 20:100 y 55:100 y 90:100
y 75:75 y 85:90 y 80:100 y 85:100
y 50:100 y 70:70 y 40:100 y 50:100
y 55:100 y 65:100 n 60:100 y 50:100
y 30:100 y 45:100 y 15:100 n 65:100
y 75:100 n 50:80 y 70:100 y 25:100
y 85:80 y 65:90 y 30:100 n 75:80
n 35:100 y 85:100 n 35:100 y 80:100
y 50:100 n 75:100 y 40:100 n 55:100
y 90:100 n 55:100 y 70:100 n 75:100
y 65:100 y 20:100 y 65:100 y 25:100
y 50:100 n 45:100 n 25:100 y 20:100

n/y=3/21 average=67.5:94.6 n/y=7/17 average=63.5:94.8 n/y=4/20 average=60.0:99.6 n/y=5/19 average=57.7:94.8

Notes: The column ’LLM Usage’ indicates whether participants used the LLM tool to assist in completing the task. The symbol ’y’ means ’used’ and ’n’ is ’not
used’ in each task. The unit of time is minute.

conducted the evaluation independently. An Intraclass Correlation
Coefficient (ICC) analysis was conducted and the two raters reached
an ICC of 0.94 (95% CI = [0.91, 0.97], p < .0001), which indicates
high consistency and inter-rater reliability of the grades (i.e., from
0 to 100). The guiding principles employed for scoring, as well
as detailed experimental materials, can be found in Appendix B.
Other metrics of the task performance in the empirical experiment
part of the study include task completion Time (%) (i.e., the actual
completion time / the time allowed for the current task.) and LLM
tool adoption rate (i.e., the number of participants in each group
who used LLM during that task / the total number of participants in
each group). The criterion of LLM tool usage is whether they had
fully accepted responses by LLM in their answers while fulfilling
each task.

For the quantitative analysis method, in order to quantify the
combined effects of participants’ background and controlled ex-
periment conditions, regression analyses were performed by "SAS
OnDemand for Academics". Mixed linear regression models (using
Proc MIXED) were built for two continuous dependent variables
(Time and Grade), which included all demographic factors, three
experimental conditions, and their two-way interactions as inde-
pendent variables. Repeated measures were accounted for through
a generalized estimating equation, which can be used to model
multiple responses from a single subject. Backward stepwise selec-
tion procedures were employed based on model fitting criteria and

Variance Inflation Factor (VIF) was used to mitigate the issue of
multicollinearity. To examine the significance of variables within
each sub-structure, Tukey-Kramer post-hoc tests [38] were con-
ducted. Variables demonstrating a significance level of p < .05 were
considered statistically significant in the analyses.

3.4.2 Qualitative Analysis. As for the answers in the semi-structured
interview, Figure 1 illustrates the coding framework and its corre-
sponding themes. We transcribed interviews from 48 participants
using automated transcription software6, followed by content cal-
ibration to ensure the alignment between the original audio and
transcribed text. Our approach blends the strengths of qualitative
and quantitative analysis to investigate textual content. This dual
approach not only facilitates more robust inferences but also opens
avenues for additional reflection, hypothesis refinement, and fur-
ther investigation [47].

To gain a deeper understanding of the interview content, two re-
searchers (co-authors of this paper) identified several topics of inter-
est based on the research questions and interview outline, including
training, academic task types, pressure, concerns, and individual
differences. They independently read all the interview texts, and
extracted segments related to these topics. At the same time, they
performed open coding (i.e., taking apart the information collected,
assigning concepts, and then reassembling it in new ways) and

6https://www.feishu.cn/product/minutes
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Table 3: Individual and Group Performance Statistics of Literature Review.

LR-MT LR-LT
Group 1 Group 2 Group 1 Group 2

LLM Usage Grade:Time LLM Usage Grade:Time LLM Usage Grade:Time LLM Usage Grade:Time
y 50:85 y 46:90 y 65:70 y 26:90
y 58:85 y 46:100 y 33:100 y 40:100
y 41:100 y 49:60 y 26:100 y 60:100
y 46:100 y 59:55 y 17:100 y 34:100
y 58:75 y 50:75 y 50:100 y 18:100
y 66:100 y 55:90 y 46:100 y 41:80
y 52:95 y 42:70 y 31:100 y 27:100
y 41:100 y 38:100 y 36:100 y 50:60
y 31:100 y 32:55 y 33:100 y 47:40
y 26:100 y 50:100 y 11:100 y 32:100
y 41:65 y 48:100 y 41:70 y 34:100
y 53:85 y 42:75 y 49:50 y 45:100
y 12:100 y 42:75 y 23:100 y 16:100
y 43:100 y 50:100 y 29:100 y 47:100
y 15:85 y 55:80 y 12:100 y 38:100
y 30:100 y 26:100 y 33:100 y 30:100
y 12:100 y 39:100 y 3:100 y 16:100
y 83:100 y 28:100 y 80:100 y 44:100
y 41:75 y 17:100 y 51:100 y 16:100
y 17:100 y 40:100 y 19:100 y 3:100
y 64:100 y 37:100 y 63:100 y 45:100
y 39:100 y 37:100 y 49:100 y 45:100
y 69:60 y 10:100 y 67:100 y 23:100
y 13:100 y 33:80 y 14:100 y 33:100

n/y=0/24 average=41.7:92.1 n/y=0/24 average=40.5:87.7 n/y=0/24 average=36.7:95.4 n/y=0/24 average=33.8:94.6

assigned descriptive labels to key paragraphs or viewpoints in the
text. Subsequently, the two researchers jointly integrated the high-
frequency repetitive labels and established overall themes based
on their discussions. To achieve a comprehensive understanding
and delve deeper into the participants’ perspectives, attitudes, and
emotions, the two researchers jointly developed broader categories
and labels. By comparing and integrating different themes, they
established the final coding framework, capturing the core content
of the discussion through keywords, phrases, or topic sentences.

After completing all coding work, a third researcher (another
co-author of this paper) joined the discussion to check and fur-
ther analyze the constructed coding framework. In addition, we
conducted a statistical analysis of the qualitative data to explore
the frequency, distribution, and correlations of the coding. Finally,
the three researchers discussed the results of the qualitative and
quantitative analyses, cross-referenced, and synthesized each the-
matic category to analyze the participants’ strategies, attitudes, and
perceived changes when using LLM tools. It is important to note
that the interview outline took open-ended and semi-open-ended
questions, and during the course of the interviews, we were flexible
in adjusting the questions based on the responses of the intervie-
wees. Thus, not all 48 interviewees were asked and responded to
the same questions, even though the outline of the interviews was
fixed. Therefore, only the interviewees who responded to a particu-
lar question were coded and discussed rather than the entire group
of 48 interviewees.

4 RESULTS
In this section, we present both quantitative and qualitative results
of the study.

4.1 Quantitative results from the empirical
experiment

As mentioned previously, the quantitative metrics are extracted
from the empirical experiment and are summarized in Table 2 and
3. The results of the regression analysis are shown in Table 4, 5.

To verify the difficulty of experimental material before formal
quantitative analysis, through paired samples t-tests, we first com-
pared the scores of two cohorts who conducted the same type of
academic task with different materials but under the same experi-
mental conditions (same time pressure, and same training level). We
did not find a significant discrepancy neither between the scores of
the two cohorts who read different papers nor between those who
performed literature review for different topics (p>.05). Therefore,
we argue that the difference in the difficulty levels of the experi-
mental materials we prepared for the same type of academic tasks
was minor.

Next, as shown in the last rows of Table 2 and Table 3, under
low time pressure, 10 out of 48 participants chose to finish the
paper understanding task without the LLM tool; while under high
time pressure, 9 participants chose to finish the tasks without LLM.
Among these 9 participants, un-use of LLM occurred only in paper
understanding tasks, and all participants chose to use LLM tools
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Table 4: Summary of Statistical Results.

Dependent Variable (DV) Independent Variable (IV) F-value p

Time

Usage Experience F(2, 42) = 2.55 .09∗
Training F(1, 42) = 7.50 .009∗∗

Training * Usage Experience F(2, 42) = 4.84 .01∗∗
Task Type F(1, 47) = 4.64 .04∗∗

Time Pressure F(1, 47) = 5.51 .02∗∗

Grade

Usage Experience F(2, 45) = 2.21 .1
Task Type F(1, 45) = 105.19 <.0001∗∗

Usage Experience * Task Type F(2, 45) = 8.98 .0005∗∗
Time Pressure F(1, 47) = 9.59 .003∗∗

Notes: In this table and the following tables, ∗ marks marginal significant results (p<.1), ∗∗ marks
significant results (p<.05).

Table 5: Significant Post-hoc Results for Discrete Independent Variables.

DV IV IV Level IV Level compared to Estimation (95% CI) t value p

Time

Task Type PU LR 3.49 [0.23, 6.79] t(47)=2.15 .04∗∗
Time Pressure MT LT -3.80 [-7.06, -0.54] t(47)=-2.35 .02∗∗

Training Without training With training -5.72 [-9.93, -1.50] t(42)=-2.74 .009∗∗
Training*Usage Experience Without training*Never used Without training*Sometimes used -13.65 [-25.40, -1.90] t(42)=-3.47 .015∗∗

Without training*Never used With training*Never used -15.00 [-29.86, -0.14] t(42)=-3.01 .047∗∗

Grade

Task Type PU LR 24.60 [19.77, 29.43] t(45)=10.26 <.0001∗∗
Time Pressure MT LT 6.26 [2.19, 10.33] t(47)=3.10 .003∗∗

Usage Experience*Task Type Never used*PU Never used*LR 30.00 [12.99, 47.02] t(45)=5.25 <.0001∗∗
Rarely used*PU Rarely used*LR 12.97 [3.15, 22.80] t(45)=3.93 .004∗∗
Rarely used*PU Sometimes used*PU -16.25 [-30.11, -2.39] t(45)=-3.49 .01∗∗

Sometimes used*PU Sometimes used*LR 30.83 [22.34, 39.34] t(45)=10.78 <.0001∗∗

Notes: estimate is the difference between IV level and IV level compared to.

when theywere conducting the literature review task. This indicates
that scholars presented varied preferences for the use of LLM tools
on different tasks. Refer to [13], such attitude may be determined
by the perceived ease of use and usability of the tool, which we will
further discuss in qualitative analysis.

Second, to better model the influence of users’ background and
three experimental conditions, as well as their interaction effects,
we built two models for Time (%) and Grade of participants. Refer
to Table 4, we found that the type of training, task type and time
pressure were significant predictors of time spent on task; task type
and time pressure were influential factors of grades. Specifically,
as shown in Table 5, one would spend more time and gain higher
scores when conducting a paper understanding task compared
to when conducting a literature review task. At the same time,
people under higher time pressure spent a higher percentage of
time on tasks but obtained lower scores. We also found that the
training made a difference - participants who received limitation-
related training used more time on task compared to those who
received only basic training, while no significant effects of training
were observed on grades. Finally, two significant interaction effects
related to LLM usage experience were identified. We found that,
within the group without limitation, participants who had more
experience in utilizing LLMs in academic tasks spent more time
in tasks compared to those who used LLMs less frequently. At
the same time, when conducting paper understanding tasks, more

experienced LLM users were always more likely to obtain higher
grades compared to less experienced users of LLM.

4.2 Qualitative results from semi-structure
interview

We extracted four categories of topics from the interview: training
for initial users, variations in two academic tasks, strategies under
time pressure, and concerns about LLM tools. Each category was
further divided into three subtopics, which encompass the common
themes emerging from participants’ responses. Figure 2 illustrates
the detailed statistics. Through coding and discussing diverse top-
ics, we aim to delve into participants’ attitudes, strategies, and
reflections on various aspects of LLM tools.

4.2.1 Training for initial users. The majority (47/48) of participants
would like to obtain some kind of guidance or training before using
the LLM tools, but one subject explicitly stated that she did not
need to know any information or knowledge to use the LLM tool
for the first time and she could use it in a straightforward away. A
total of 16 types of information that participants wished to know
before using the LLM were identified, and these were categorized
into 6 themes through thematic analysis. These categories, listed in
descending order of frequency in Figure 2, are pre-use techniques,
features and limitations of LLM, basic methods and operations to
use LLM, ethics and compliance, historical or current tool develop-
ment, and others. In addition to the most frequently mentioned and
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Figure 2: Interview quantitative statistical data. The categorization of coding and theme group corresponds to Figure 1.

emphasized "questioning techniques", many participants empha-
sized the importance of crafting effective "prompts." For instance,
P43 said, "If you don’t use prompt engineering and instead express
yourself naturally, there’s a good chance you won’t get what you’re
looking for; if you don’t get the results you intended, LLM is not very
useful in academic assignments." It is noteworthy that although 16
participants felt that understanding the limitations or flaws of the
LLM tool was necessary, only 2 of them considered it the most
crucial skill when using LLM for academic tasks.

When discussing the learning resources for the LLM tool, we
find that the official guides or documentation provided by the LLM
tools were not the primary learning resources. Only 4 participants
indicated that they would read or watch the official learning ma-
terials. Most individuals tended to rely on third-party educational
resources when acquiring new skills. P23 mentioned that he would
learn how to use LLM tools through some user-generated content
platforms; P38 said that he would check out posts shared on the
Internet to learn; P30 emphasized the role of watching reviews
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of LLM tools through short video platforms; and P40 said that he
would check online forums or use a search engine to find relevant
information.

To compare the effect of different training, we provided gen-
eral training for all participants and conducted limitation-related
training for half of the participants, in which we emphasized the
shortcomings, limitations, and academic integrity issues related to
the LLM tool. By comparing these two training methods, we found
that the individuals who did not receive LLM-limitation-related
training expressed greater satisfaction with the actual effective-
ness of the tools and a higher percentage of them (83.3% versus
62.5%) believed that the LLM tool provided important assistance in
completing the tasks. Further, participants who did NOT receive
limitation-related training mentioned more content outside of our
’limitation-related training’, e.g., they mentioned limitations of con-
tent generation more frequently in the semi-structured interview
compared to those who received limitation-related training. For
example, p8 said "The current training data of LLM is also based on a
more general data site, so my current experience is that there is still a
lack of specialized knowledge. The generated answers are still limited
and not professional enough."

4.2.2 Variations in the role of LLMs in different academic tasks.
Only 27% of individuals stated that the LLM tool was merely useful
in assisting the two academic tasks in the experiment, while the
rest of the respondents indicated that the LLM tool was useful to
some extent. For example, P37 said, "I find the ChatGPT very helpful,
especially for summarizing existing literature and quickly locating
answers. I think it’s incredibly useful."

Regarding the types of assistance gained from the LLM tools,
we have categorized them into six primary themes using thematic
analysis, ordered by frequency from high to low: 1. literature sum-
marization, which aims to help users understand and summarise
the content of the literature; 2. information retrieval, which helps
find relevant information for a specific problem or to give advice
on how to solve the problem; 3. linguistic optimization, which in-
volves polishing the texts, and correcting grammar, spelling, and
expression; 4. data analysis, which helps users process and analyze
data; 5. writing aids, which support users with writing inspiration,
content continuation, and so on; 6. framework establishment, which
helps users create a framework or structure to present their ideas or
research results. Figure 2 presents detailed data on these six themes.

Information search is a noteworthy feature of LLM tools, which
is believed to have the potential to replace search engines and
encyclopedias. As P15 said, "I study chemistry, and when I come
across some unfamiliar compounds, I will ask the LLM tool directly,
which is more accurate and direct than the results obtained from a
search engine." P8 also mentioned that "asking questions to the LLM
tool is like asking a Wikipedia." It is worth mentioning that, a few
participants (2/48) mentioned assistance of LLMs in personalized
tasks (e.g., Language translation, coding). For example, P37 men-
tioned that "the LLM tool can judge my solutions, then identify some
shortcomings, and help me to correct them"

It is also interesting to find that participants exhibit significant
divergence regarding the role of the LLM tool in different tasks. As
illustrated in Figure 2, 21 respondents believed that the LLM was
more helpful in assisting literature review tasks compared to in

assisting paper understanding tasks. P19 said, "I think it (LLM) was
more useful in the Literature review, it not only helps us target some
key information but at the same time relieves us of writing burdens."
In contrast, 16 participants held an opposite view, and the rest 6
participants expressed uncertainty about the comparison of the
role of the LLM in two tasks used in the experiment. For example,
P21 mentioned that "The LLM is more useful in supporting paper
understanding. The LLM tool can give me a general outline. It can
explain terms I don’t understand, and it also can summarise the paper
a little bit." "When it comes to the literature review, I think it’s better
to refer to relevant published literature reviews that are more capable
or conduct this myself, instead of referring to a bunch of literature
summarized by the current LLM tool."

In addition, some thought-provoking ideas were identified. For
example, P41 emphasized that: "Reading a paper is a process of
comprehension, and the use of the LLM tool removes this purpose.
Implicitly, there is a concern that LLM tools may negatively impact
one’s capability in reading and comprehension of paper. While,
P13 indicated that LLM can help the comprehension process as
he mentioned that using LLM for paper reading is like "going on
a treasure hunt with a treasure map", highlighting the function of
LLM tools as an aid. Nevertheless, although the LLM tool can guide
and speed up the paper reading task, a deeper comprehension of
the paper still requires the involvement of one’s personal reflection.

4.2.3 Strategies under time pressure. Under different levels of time
pressure, there are significant divergences in the impact of LLM
tools on paper understanding and literature review tasks. 21 out
of 48 participants felt that the LLM tool was more useful under
less time pressure compared to that under high time pressure. For
instance, P40 said, "During the literature review, the tool is more
useful when 20 minutes were allowed for the task.". At the same time,
10 out of 48 participants felt that the LLM tool worked better under
higher time pressure compared to that under low time pressure.
The rest 17 participants thought that the time pressure did not make
a difference.

At the same time, referring to Figure 2, 23 out of 48 participants
specifically compared the role of the LLM tool in completing the
paper understanding task under different time pressures. Among
these 23 participants, 6 participants believed that time pressure
would not affect the completion of the paper understanding task. In
comparison, 2 participants stated that they did not use the LLM tool
at all in the paper understanding task regardless of time pressure.
Further, 24 out of 48 participants specifically compared the role of
the LLM tool in completing the literature review task under different
time pressures. Nearly half (11/24) of the participants indicated that
the LLM tool would be more effective under low time pressure,
while 5 participants held the opposite opinion.

These discrepancies and divergences also led to variations in
participants’ attitudes toward tasks under different levels of time
pressure. We employed creative coding to differentiate these atti-
tudes and found that under lower time pressure, participants tended
to exhibit more positive attitudes toward LLM. When the time pres-
sure was low, only 3 respondents regarded the help from LLM
tools as ignorable, while the rest held positive attitudes towards
LLM in accomplishing academic tasks. It is likely that as the time
pressure reduced, participants could engage more in introspective
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Figure 3: The 2x2 LLM tool usage strategies matrix. The x-
axis indicates the time dimension, where more time means
less time pressure. The two rows in the y-axis represent the
Literature Review and Paper Understanding tasks, respec-
tively.

thinking (e.g., contemplating ways to ask questions, strategies of
using LLM, and double-checking the accuracy of the responses
generated by LLM), which has been mentioned in the interview.
Conversely, when time pressure got higher, almost all participants
leaned towards negative attitudes toward the LLM, mainly due to
concerns about the lack of time to check the replies generated by
LLM. Interestingly, a few participants chose to prioritize comple-
tion of the task over concerns about the LLM, e.g., P8 said "I will
use the LLM to generate an approximate answer to satisfy the basic
requirement of completing the task first, and then check if the answer
is what I want when I have the time later". These distinct attitudes
also affected participants’ strategies in using LLMs. Figure 3 sum-
marises the most widely adopted strategies when using the LLM
tool in different situations. As time pressure decreased, participants
showed a stronger willingness to examine the content generated
by the LLM tool.

The lack of familiaritywith LLMwas one of the primary obstacles
preventing the timely completion of tasks in the study. Through-
out the interviews, the reasons for not being able to finish tasks
within the designated time frame were mentioned 15 times. Some
highly-mentioned reasons include unfamiliarity with the LLM tool
(mentioned 3 times), slow responses to LLM (mentioned 7 times),
and inaccurate time management (mentioned 5 times). Notably,
unfamiliarity with using LLM tools stood out as one of the promi-
nent barriers, as mentioned by P25, "I might not be proficient with
that software, so when I use it, I feel a bit flustered." Hence, appro-
priate training for tool usage should be necessary. Throughout
the interviews, there were a total of 39 instances of tasks being

completed ahead of schedule. Most cases happened in literature re-
view tasks with low time pressure, where 18 participants completed
tasks ahead of schedule. The primary facilitating factor for early
completion was experience in usage, as indicated by P45: "After
completing the task once, I gained experience or a sense of how to
finish this task more quickly." Participants were likely to become
more familiar with the experimental process, leading to better com-
prehension of response and optimized strategies. This familiarity
can also play a role in real-world academic tasks, manifesting as
increasing efficiency when conducting similar tasks or using LLM
tools repeatedly. Another intriguing discovery was that some par-
ticipants had to lower their interactions with the LLM tool due
to time pressure. They stopped scrutinizing the generated content
before adopting it, which paradoxically led to early task completion.
For example, P44 said, "Because it might just be time pressure, I didn’t
expect as much from the LLM tool. So I didn’t bother to make any
further adjustments to the answer, and finished the task ahead of
schedule.". This raises concerns about over-reliance on AI tools in
high-pressure situations [8, 54].

4.2.4 Concerns about LLM tools. Most participants expressed con-
cerns about the impacts of the LLM tool. The top five most fre-
quently mentioned negative effects include 1) concerns about the
accuracy of LLM-generated responses, where the answers provided
by the tool may be erroneous or imprecise; 2) impact on human
cognitive abilities, where overuse of the tool may weaken the user’s
ability to think independently and dependency on LLM tools may
develop; 3) copyright and originality concerns, wherein the tool may
infringe upon others’ intellectual property rights while generating
content and users may be questioned about the originality of their
work when utilizing AI-generated materials; 4) time-consuming,
where users might spend excessive amounts of time seeking ac-
curate answers or rectifying incorrect content; 5) hindering basic
learning, where users may stop developing basic skills due to over-
reliance on the tool. The statistics of these five negative impacts
can be found in Figure 2. For instance, P38 said, "Relying too much
on the LLM for assistance in academic tasks might lead to academic
misconduct or errors within the academic process." He also mentioned,
"If you overly depend on this tool and turn to it for solutions when-
ever you encounter problems, it might hinder critical thinking and
innovation by impeding our natural thought processes."

More specifically, among the 48 participants, concerns regarding
the current LLM tool are primarily about the accuracy of responses
rather than other issues such as privacy and copyright. Indeed,
although many participants did not explicitly mention concerns
over the accuracy of their responses, they always mentioned this
concern implicitly in their words. For example, though P14 did not
mention the accuracy issue directly, he still expressed concerns
about the correctness of the LLM-generated content when describ-
ing his strategy in using LLM: "I may double-check the LLM responses,
and beyond the logic, I will also pay attention to some of the parts
that may not match my perception and may do further validation ".
Surprisingly, 5 participants indicated that they did not have any
concerns about the LLM tool. For example, P42 mentions that "LLM
has not been used in a particularly bad way, so I do not have any
obvious concerns," while P19 also indicates that "I have no concern
about LLM. I think that as long as the responses are scrutinized and
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full, while reasonable inputs are provided, a high degree of accuracy
can be achieved.

When the academic background of participants is considered,
we were also surprised to find that none of the participants without
publication mentioned copyright concerns proactively. Even after
reminding, only 2 (out of 10) of them said they would consider
the copyright as an issue. Further, only one of them mentioned
academic integrity issues when using LLM. While for participants
who had at least one publication, a larger portion of them (23 out
of 38) regarded the copyright or academic integrity as a potential
issue of using LLM. For example, P46 said "There may be academic
misconduct ...... I’m also afraid that my intellectual property will
be compromised. I prefer not to send the paper I’m working on
directly to LLM. Instead, I’ll probably send small segments and have
the GPT do some writing polishing." It seems that researchers who
received more extensive academic training were more aware of
violating academic rules when an AI-based tool was used.

Regarding the issues in the design of the LLM, the majority of
participants believed that the current design of LLM tools does not
provide users with sufficient information. Among the 48 partici-
pants, 33 of them expressed that the current design of LLM tools
does not provide official guidance on how to use prompts efficiently.
For example, P44 said, "The design only offers an interface for input
and output, but it doesn’t provide specific guidance on how to better
utilize and master the tool. Most of the learning comes from seeking
information through other channels." Similarly, P31 said, "The inter-
face is very simple, and the content is quite brief. It doesn’t provide me
with proper guidance." However, some interviewees held different
opinions. They believed that the simplicity of the interface makes
the tool easy to operate, as P39 mentioned, "The LLM tool itself is
quite simple. After having several conversations with it, you naturally
become familiar with the pattern. It doesn’t require excessive design."

5 DISCUSSION
5.1 Strategies in using LLMs for different

academic tasks
Combining results from quantitative and qualitative analysis, our
research indicates that young scholars performed better when us-
ing LLM tools for paper understanding (PU) tasks compared to
literature review (LR) tasks. However, young scholars spent more
time and had lower intentions to use LLMs for PU tasks versus
LR tasks. In the field of human-computer interaction, it is widely
recognized that user reliance on automation can be moderated by
task complexity [54]. Similarly, in our experiments, compared to
the PU task, where the information source was known, participants
needed to search a wider range of unknown sources in LR tasks.
Further, most participants perceived LLM tools as being good at
handling complex tasks such as developing process frameworks.
Both may explain why participants relied on LLM more in LR tasks,
especially when the time pressure was high, as many participants
felt that copying and typing text from PDF files into LLM in PU
tasks was more complicated and time-consuming compared to the
procedures in LR tasks. However, it should be noted that, given the
limitations of the LLM we provided in the experiment (i.e., source
of bias [2]), current LLM tools cannot provide the most up-to-date
results in LR tasks. Thus, the LLMs can provide limited assistance

in LR tasks, which may explain why participants obtained lower
scores in LR tasks (which were judged based on scoring standards
like the number of literature, source accuracy, and citation quality.
Details please refer to supplement materials) compared to PU tasks.

We also found that participants can adaptively change their
strategies when conducting different types of academic tasks. In
order to further reveal the participants’ strategies, a flowchart was
obtained by summarising the interview data and the experimenter’s
report of observation notes[21]. We combined various factors such
as interview transcripts, taskmaterials, task completion time, scores,
and interaction styles to create a basic flowchart showing the pro-
cess of completing the task for most of the participants (Figure 4).
In the figure, we aggregated and abstracted the steps the majority
of participants took.

In general, at the beginning of a task, participants would judge
whether they need help from LLM tools, taking the task type, the
difficulty of the task (as moderated by the time pressure), and their
capabilities into consideration. Then, during their interactions with
LLM tools in tasks, participants may repeatedly modify their strate-
gies (e.g., adjusting the context in their prompts) to optimize the
LLM-generated results. Different strategies were adopted for differ-
ent types of tasks. Specifically, participants were highly uniform in
their strategies when using LLM tools for the PU tasks. Most of them
would divide the articles into small segments and ask questions
based on the segments. When conducting LR tasks, participants
chose a more diverse strategy. For example, some participants asked
the LLM to generate a complete review; others only let the LLM
generate the outline. Some participants even chose to provide a
framework for the LLM to refer to. Figure 4 depicts two strategies
that the participants used the most in LR tasks. Finally, another
difference in strategies for the LR task and PU task was that par-
ticipants usually used LLM throughout the whole task procedures
for the PU task; whereas participants preferred to conduct self-
modification and refinement for the responses generated by LLM
tools in LR tasks. It is likely that the participants had different levels
of trust in the LLM tool when completing different tasks, which led
to different levels of reliance on the LLM tool in the tasks.

In addition, when conducting PU tasks, participants were more
inclined to complete the task on their own compared to when con-
ducting the LR (see Tables 2 and 3). Further statistical tests show
that those who did not use the LLM tool obtained lower scores
and took a significantly longer time to complete the task (paired
t-test p<.0001). Based on the interviews, we found two potential
reasons explaining the low usage rate of LLM in PU tasks. First,
participants were confident in their ability to comprehend the scien-
tific literature; second, they were trying to avoid the deterioration
of their learning ability as a result of over-reliance on LLM. We
speculate that the abandonment of LLM in tasks may also be re-
lated to one’s personality traits and the early-stage scholars’ wish
to develop their skills for future academic success. However, in
this experiment, we cannot validate these assumptions given that
only early-stage scholars participated in the experiment, and future
experiments are needed.
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Figure 4: Flowchart of conducting two tasks with LLMs. Notes: This flowchart only summarizes the basic processes for the two
tasks in the experiment. The actual behaviors of participants were more diverse when under different levels of time pressure,
which are presented in Figure 3.

5.2 Strategic choices under time pressure
Time pressure can influence researchers’ strategies when using
the LLMs and their attitudes toward LLM tools. Although previous
results have shown that time pressure can affect the strategies that
users adopt to learn new knowledge or skills [50], it is still unknown
how time pressure may influence one’s strategies when an AI-
based assistant, the LLM tool, was available for academic tasks. The
qualitative analyses in our study indicate that with relatively low
time pressure, researchers exhibited a more positive attitude toward
the LLM and were more confident in fulfilling tasks using LLM tools.
In contrast, under high time pressure, most researchers showed a
more hesitant and negative attitude toward using LLM for academic
tasks. It is possible that researchers still have concerns over the
capability of LLM. Thus, under high time pressure, participants
tended to adopt more conservative methods rather than use new
tools [64], so that they do not need to double-check the content
generated by LLM.

However, users’ attitudes toward the LLM tools may not directly
reflect their choice of strategies. The observational data in our study
shows that, in PU tasks, with low time pressure, participants were
more likely to abandon LLM tools; whereas under high time pres-
sure, participants exhibited higher LLM tool usage rates. At the
same time, under high time pressure, some participants chose to
skip verifying the responses generated by LLM tools. This indi-
cates that when faced with more urgent deadlines, researchers may
prioritize efficiency over skepticism and potentially sacrifice the
quality of their work. This result is in line with previous findings in
the human-automation interaction domain, which suggested that
external stressors of the tasks may influence their adoption of new
technologies [41]. Specifically, when the users are under a high
workload or in a stressful situation, they tend to rely more on the
technologies, even if they do not fully trust them. Thus, LLM tool
designers should carefully balance efficiency and effectiveness to
better support users. For instance, the trade-offs between response
speed and the accuracy of the responses can be customizable to
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better cater to users’ needs when they are under different levels of
time pressure.

5.3 Users’ attitudes and concerns of LLM
In general, researchers hold a positive and forward-looking attitude
toward LLM tools. They mentioned more about the functionality of
LLM tools and how to effectively utilize them, rather than the limita-
tions of the tools. On the one hand, this is an encouraging discovery,
as it suggests that young scholars focused more on harnessing the
benefits of LLM tools rather than dwelling on the shortcomings
and thus they may be more willing to use them. On the other hand,
this may lead to misuse of the LLM tools. For example, during the
interviews, although most participants mentioned their concerns
about the limitations of the LLM tool (similar to the findings from
[2, 29, 52]), very few participants could comprehensively and sys-
tematically acknowledge the constraints and boundaries of LLM
tools and even fewer participants were awareness of the potential
privacy and copyright issues of the LLMs. Especially, those with
little academic experience (i.e., had no academic publications) were
inclined to overlook the potential personal privacy, academic copy-
right, and ethics issues caused by LLM tools. This finding provides
a different perspective on the opinions of adopting the LLMs for
academic tasks compared to the previous study, which focused
more on senior scholars [52]. Additionally, young scholars may
intentionally choose to ignore the limitations of the LLMs, similar
to how human beings rely on heuristics to make decisions in urgent
situations [58]. In our study, under time pressure, some participants
indicated that they intentionally ignored the deficiencies of LLM
tools, even when they were aware of these issues. For instance,
when striving to complete PU tasks under high time pressure, some
participants indicated that they lowered their expectations of the
performance of the LLM tool and may cease to verify the content
generated by these tools.

The associations among academic experience, attitudes toward
LLMs, and strategies when using LLM indicate that, in the academic
community, users’ willingness to use the LLM tools is a dynamic
process and there is a chance that young scholars prefer to use the
LLM tools, especially under high time pressure. Thus, LLM tool
designers should try to make the users aware of the limitations
and boundaries of LLM tools so that the users can use the LLMs
more effectively and responsibly. For instance, appropriate system
transparency [37, 49] can be an effective way to address the con-
cerns regarding the accuracy of tool outputs. Specifically, designers
can incorporate features such as confidence scores or explanatory
annotations [60] in the responses generated by the LLMs, which
would help users better understand the reliability of the generated
content so that the users can make more informed decisions when
using the tool, even under high time pressure. On the other hand,
before adopting the LLMs, young scholars should also receive train-
ing regarding the limitations of LLM tools so that they can make
more informed decisions on when and how to use the LLM tools.

At the same time, from the perspective of Human Machine Inter-
face (HMI) design for LLM, understanding the differences in users’
performance and level of reliance can aid in designing LLM tools to
fit the needs of different academic tasks and improve users’ satisfac-
tion with the LLM tools. Sakirin et al. showed that users preferred

to use the dialogue interface supported by the LLM tool [59], but
our study found that the interface of the LLM tool did not provide
users with enough information, and the oversimplified design may
not give users enough hints and feedback. It is recommended that
the functionality and interface of the LLM should be improved so
that it is more suitable for different academic tasks. For example,
the option of "Prompt" for different scenarios can be proactively
provided, to reduce the learning cost of the researcher.

What is more alerting is that, some participants overstated the
abilities of LLM tools (i.e., overlooked potential limitations or risks
in the LLM usage to academic tasks), which coincides with several
voices supporting the use of LLM tools in academic tasks [51].
However, overestimating the capabilities of the LLMs may lead
to over-reliance on LLM tools. From an academic performance
perspective of view, this may result in erroneous or inaccurate
conclusions in academic tasks. From an educational perspective of
view, this may negatively impact young scholars’ critical thinking
and academic skills, potentially affecting their overall academic
development. This finding points to another important topic in
LLM usage, the training of the users.

5.4 The role and future improvement of
training

Training is pivotal for the appropriate use of the LLM tool. Previous
research has pointed out that it is important to train users to refine
their mental models, and subsequently facilitate user-LLM collabo-
ration performance [65]. Our study reveals that individuals who re-
ceived limitation-related training expressed lower satisfaction with
the effectiveness of the LLM tool and discussedmore of the accuracy
of the LLM-generated responses in the post-experiment interview.
This implies that the trained individuals were more skeptical of the
content generated by the LLM, which may explain why, among the
ones who never used LLM, those who received limitation-based
training spent more time on academic tasks compared to those who
did not receive limitation-related training.

It is also interesting to notice that, in addition to the experience
passed in the limitation-related training, users can also gain ex-
perience during interactions with LLMs, before the experiment.
For example, we found that compared to those who had little to
no prior experience with the LLMs, the participants who had rel-
atively more experience (i.e., those who self-reported sometimes
using LLMs, of which 12 of them received limitation-based train-
ing and 12 did not) with the LLM tended to be more aware of the
strengths and weaknesses of the LLM tool and tried to find the
best strategies when using LLM tools. Specifically, they adjusted
their interactions with LLM tools more constantly compared to
those who had less experience and they also provided more insight-
ful comments on LLMs. For example, 7 out of the 12 LLM users
who did not receive limitation-based training mentioned that they
double-checked and double-examined the answers generated by
LLM, which cost additional time in the task. In contrast, users who
lacked LLM experience and did not receive limitation-related train-
ing tended to show low confidence in the LLM tools. In particular,
in the study, among the 3 participants who had no LLM experience
and did not receive limitation-related training at the same time, 2
of them abandoned LLM tools during the PU task, and they did not
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adopt the strategies most experienced users would take (as shown
in Figure 4) in LR tasks. The above findings indicate that limitation-
related training can not only shorten the period that users may take
to develop appropriate strategies to use new technologies, but also
help promote the adoption of LLMs among new users.

Unfortunately, the training or materials provided by the official
providers of the LLM tools may not be enough. Many participants
reported receiving their training from third-party platforms on the
Internet rather than from official sources. This could be attributed
to uncertainties regarding the comprehensibility of official docu-
mentation or the usability issues of the official documents. Such a
phenomenon has also been observed in other domains. For example,
researchers found that a very low portion of users read the manual
of their vehicles regarding driving automation [20]. Therefore, it is
recommended that LLM developers or maintainers explore better
ways to present necessary information to new users, or actively
engage with relevant online forums and social media groups to
assist users in addressing their usage-related queries. However, it
should be noted that the training methods adopted in our study are
still preliminary, and future research should continue to optimize
training methods and content, and better incorporate the training
methods in the LLM tool design to improve users’ performance in
academic tasks with the LLM tools.

Especially, for the PU tasks, the results showed that most early-
stage scholars would prefer to read and understand the literature
on their own, as they did not want to "rely too much on the LLM to
constrain their learning ability". Hence, future LLMs can provide
more translation or search functions for key information in PU
scenarios. For LR tasks, designers should try to reduce the chances
of noisy responses appearing or provide confidence scores [60] for
the LLM-generated responses. Personalized training and support
services may also be necessary to help participants make better
use of LLM tools. By tailoring support based on researchers’ expe-
rience, proficiency with the tools, and the type of tasks they are
undertaking, individualized assistance can be provided. This could
include training on specific usage techniques and strategies for a
particular type of task, thus enabling scholars to perform better in
their academic endeavors.

6 LIMITATIONS
We recognize that although our study has followed standards in
the field of human-computer interaction to some extent [10], there
are still some limitations. First, as we intentionally limited our
targeted user group to young scholars, the findings may not be
well-generalizable to the senior academic community. Users with
different levels of familiarity with academic tasks may hold different
attitudes toward AI-based tools and may adopt different strategies
for using them. In future research, senior scholars with different
backgrounds should be recruited. Secondly, limited by the sample
size, we had to focus on two types of common but typical academic
tasks in a single academic domain in this experiment, which may
not cover all scenarios when LLM tools are used in academic tasks.
We also only considered the task difficulty controlled by the time
pressure. In daily academic tasks, the task difficulties may be mod-
erated by many factors. Future research may consider introducing
more types of academic tasks (e.g., academic writing, data analysis,

and experimental design) from more academic domains, and mod-
eling the influence of other task-difficulty-related factors to assess
the impact of LLM tools on academic tasks more comprehensively.
Further, as an empirical study, though we tried to replicate realistic
scenarios in daily life, the scenarios the users encountered were still
artificial to some level and users may have biased behaviors in the
experiment. Future research may consider observational studies to
better reveal the strategies users may adopt when LLMs are used
for academic tasks. Lastly, considering the rapid development of
LLMs, more advanced models or interfaces are being introduced
(e.g., GPT-4V 7, Semantic Reader 8). In this work, we were not able
to adopt these up-to-date tools, as they were not publicly accessible
when our experiment began. Thus, the readers should be aware
that some findings in our study may not apply to some emerging
LLM tools and future assessments of how users’ behaviors change
adaptively with the evolvement of LLM tools are needed.

7 FINDINGS AND CONCLUSIONS
In this study, we conducted an empirical study involving 48 early-
stage scholars, to understand how LLM tools can be utilized for aca-
demic tasks and affect early-stage scholars’ workflow. Specifically,
we discussed the influences of user perspectives on LLMs, evaluated
users’ performance when using LLM in two typical but different
academic tasks, and analyzed the influence of time pressure in these
tasks. Besides, the qualitative analysis based on a post-experiment
interview revealed the strategies users adopted when using LLM
tools. In general, several key findings are summarized as:

• We found that young scholars can adaptively change their
strategies when using the LLM for different tasks. Specifi-
cally, we observed more diverse questioning styles and less
reliance on the LLM tools when using LLM for LR task; while
a more monotonic strategy was observed when the LLM was
used for PU tasks. Future LLM design may consider cus-
tomizing the tool to better satisfy users’ needs in different
scenarios.

• Time pressure can influence users’ attitudes toward the LLM
tools and the strategies they take to cooperate with the LLM.
However, the strategies they took may not necessarily match
the attitudes they hold. High time pressure led to declined
attitudes toward the LLM, but increased the adoption rate
of the LLM. It is likely that the users were not satisfied with
the performance of LLM tools, but they had to use them
to reduce the time pressure. Future LLM tools may need to
allow users to customize the LLM tools to reach a balance
between accuracy and efficiency.

• Young scholars had an overall positive attitude towards the
LLMs in academic tasks, but due to their lack of academic ex-
perience, they were also inclined to ignore the academic eth-
ical and privacy risks introduced by LLM tools, and tended
to voluntarily give up their concentration on the risks from
LLMs when the complexity of the task increases. Thus, train-
ing might be necessary to support better use of LLM tools
among young scholars.

7https://openai.com/research/gpt-4v-system-card
8https://openreader.semanticscholar.org/
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• We investigated a specific training, the limitation-based train-
ing, on users’ attitudes towards strategies and performance
in academic tasks when using the LLM tools. The results
show that training can increase users’ awareness of the limi-
tations of the LLMs and lead to more appropriate strategies
when using LLM tools, similar to what experience with LLM
can do. Given that users criticized the current LLM devel-
opers for not providing adequate training materials, more
authoritative and comprehensive online training materials
for LLM are expected in the future.
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A INTERVIEW QUANTITATIVE STATISTIC
DATA

It is important to note that a large amount of data was obtained
during the coding and analysis phases. Only the data involved in
Figure 2 is shown in Table 6 as an additional illustration for ease of
reference.

B EXPERIMENTMATERIALS AND QUESTIONS
B.1 Paper Understanding 1 (P1)
Paper link:
https://journals.sagepub.com/doi/pdf/10.1177/1071181322661442

(1) What is ADAS? Please list some typical functions it con-
cludes.

(2) What is the purpose of this research, and how this study can
benefit future studies?

(3) Please briefly describe the procedures of how the survey data
was collected, the participants’ criteria, and how valid data
was selected after the data collection.

(4) Please briefly conclude the findings in this paper, and how
these findings can benefit future studies.

(5) Please indicate the limitations of this paper.

B.2 Paper Understanding 2 (P2)
Paper link:
https://journals.sagepub.com/doi/pdf/10.1177/1071181322661400

(1) Please give a definition for AV and TAM respectively and
indicate how TAM is relevant to AV.

(2) What is the purpose of this research, and how this study can
benefit future studies?

(3) Please summarize the types of information collected in the
survey and how the valid data was selected after the data
collection.

(4) Please briefly conclude the findings in this paper, and how
these findings can benefit future studies.

(5) Please indicate the limitations of this paper.

B.3 Literature Review Topic 1 (T1)
Topic No.1: Novice driver training

B.4 Literature Review Topic 2 (T2)
Topic No.2: Hazard perception in driving

https://humanisticsystems.com/2019/07/10/what-human-factors-isnt-1-common-sense/
https://humanisticsystems.com/2019/07/10/what-human-factors-isnt-1-common-sense/
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Table 6: Interview quantitative statistical data.

Type Theme Label Number of Mentions

Training

Training Content

Pre-use Techniques 39
Features and Limitations of LLM 25

Basic Methods and Operations to Use LLM 22
Ethics and Compliance 10

Historical or Current Tool Development 6
Others 4

Most Important Training

Questioning Techniques 15
Others 7

Background Knowledge 5
Operating Principles 5
Instrumental Role 3

Access 3
Academic Ethics 3

Learning Path

Use the Internet 25
Others 7

Self-exploration 7
Read the Official Documentation 4

School Programs 4
Ask Other Users 3
Do not Know 1

Variations

Help with LLM tools
Helpful 25

Little Helpful 13
Very Helpful 10

Types of LLM Assistance

Literature Summarization 32
Information Retrieval 17
Linguistic Optimization 14

Data Analysis 10
Writing Aids 7

Framework Establishment 5
LLM is More Useful to LR 21

LLM Impact on LR and PU LLM is More Useful to PU 16
Incomparable 6
No Answer 5

LLM Effects on PU

Highly Effective over Long Periods 8
Strategies Highly Effective When Time is Short 7

Time Has No Impact 6
No Answer 2

LLM Effects on LR
Highly Effective over Long Periods 11

Time Has No Impact 8
Highly Effective When Time is Short 5

Concerns

Participants’ Worries about LLM

Accuracy of Responses 35
Privacy 24

Copyright 23
No Worries 6

Content Limitations 6
Others 5

Academic Integrity 5

LLM Tools Design

Do Not Provide Enough Information 33
Already Provide Enough Information 13

No Answer 1
Depends on Use 1

Adverse Effects of LLM Accuracy of LLM-generated Responses 22
Impact on Human Cognitive Abilities 15
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Adverse Effects of LLM

Others 7
Copyright and Originality Concerns 5

Time-consuming 3
Hindering Basic Learning 3

C OUTLINE OF INTERVIEW

Table 7: Interview Outline

Type No. Question Time/min
Training 1 What information/knowledge do you think a user should have before using LLM 10

tools for academic tasks?
* Classify and rank them by importance.
* Why do you think XXX is necessary?
* Do you think the designers have provided adequate information to the users?
If no, how can the drivers acquire the necessary information about LLM tools?

Academic 2 Would you find it helpful to have LLM tools to finish academic tasks? And why? 5
task * If not, under what circumstances do you think the use of LLM tools would have

a negative impact?
In our experiment, did your evaluation of the LLM tool change when you were doing
different academic tasks?

Pressure 3 When you were doing our experiments with sufficient time, do you think LLM tool 5
helped you to finish the task well? Why?
When you were asked to finish the task in a shorter time, do you think the LLM tool
helped you to finish the task well? Why?

Individual 4 On <task x> you did not finish it in the required time: 5
specific * Do you think what are the main obstacles?

* Did the LLM tool help you? Why?
5 On <task x> you finished it before the required time: 5

* Which factors do you think contributed to that?
* Did the LLM tool help you? Why?

Ending 6 Do you have any concerns about LLM tools used for academic tasks? 5
From the perspective of
* Privacy
* Copyright
* Reliability of responses

7 Have we missed anything? 2
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